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1. INTRODUCTION

One of the paradigms of nuclear science since the very early days of its study
has been the general understanding that the half-life, or decay constant, of a
radioactive substance is independent of extranuclear considerations. Earl},
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166 EMERY

workers tried to change the decay constants of various members of the natural
radioactive series by varying the temperature between 24°K and 1280°K, by
applying pressure of up to 2000 arm, by taking sources down into mines and up
to the Jungfraujoch, by applying magnetic fidds of up to 83,000 Gauss, by
whirling sources in centrifuges, and by many other ingenious techniques. Occa-
sional positive results were usually understood, in time, as the result of changes
in the counting geometry, or of the loss of volatile members of the natural decay
chains. This work was reviewed by Meyer & Schweidler (1), Kohlrausch (2),
and Bothe (3). Especially interesting for its precision is the experiment of Curie 
Kamerlingh Ormes (4), who reported that lowering the temperature of a radium
preparation to the boiling point of liquid hydrogen changed its activity, and thus
its decay constant, by less than about 0.05%. Especially dramatic was an ex-
periment of Rutherford & Petavel (5), who put a sample of radium emanation
inside a steel-encased cordite bomb. Even though temperatures of 2500°C and
pressures of 1000 atm were estimated to have occurred during the explosion, no
discontinuity in the activity of the sample was observed.

While the constancy of nuclear decay rates was thus firmly established,
the confirming evidence was from studies of alpha- and beta-emitting species.
It was pointed out in 1947 by Segr~ (6) and by Daudel (7) that in the case 
electron-capture decays the decay rate is directly related to the density of atomic
electrons at the nucleus, and that, at least for low-Z nuclei such as 7Be, the effects
of different chemical environments should be measurable. The possible effects
and some preliminary experimental attempts were discussed by Bouchez et al
(8-10). Firm results establishing the effect were obtained by Segr~, Wiegand,
and Leininger (11, 12), and were confirmed and extended by Kraushaar, Wilson
& Bainbridge (13), and by Bouchez et al (14). The confirmed effects were of 
order of 0.1%.

Meanwhile the other radioactive decay process in which atomic electrons
participate directly had also been studied. The 6-hr isomer 9~Tc decays princi-
pally by internal conversion of a 2.2-keV E3 transition. Differences in the decay
rate for sources in different chemical forms were established by Bainbridge,
Goldhaber & Wilson (15, 16) and the chemical and solid-state implications 
the results were discussed by Slater (17). The observed effects were of the order
of 0.3%.

The revival of interest in this field in recent years may be exemplified by (a)
the discovery of chemically induced half-life changes of as large as 3.5% (18),
(b) studies of changes in outer-electron internal conversion spectra (19), 
(c) a growing awareness of relations between perturbations in nuclear decay
rates and the phenomena studied with M6ssbauer and ESCA (Electron Spec-
troscopy for Chemical Analysis) techniques. Parts of the current subject have
been discussed, in wider contexts, in earlier reviews by DeBenedetti, Barros &
Hoy (20), and by Hollander & Shirley (21). Brief, but more specific, reviews 
been given by Daudd (22), Perlman (23), and Perlman & Emery (24).
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PERTURBATION OF NUCLEAR DECAY RATES 167

2. DECAY MODES DIRECTLY INVOLVING BOUND ELECTRONS

2.1 ELECTRON CAI’TUllE

The weak interaction involved in electron capture and other forms of beta
decay is of very short range. This means that the rate of dectron capture is
essentially proportional to the density at the nucleus of electrons available for
capture. The most direct way to change the electron-capture rate is thus to
change the total electron density at the nucleus. Extensive accounts of the elec-
tron-capture process and its relation to the other modes of beta decay may be
found in the treatises of Konopinski (25), Schopper (26), and Wu & Moszkowski
(27). Bouchez & Depommier (28) reviewed the subject of electron capture, 
more recent results may be found in the Proceedings of the Debrecen meeting
(29) and in a review by Ber6nyi (30). We follow here the notation used in 
tabulation of Behrens & J~necke (31), which is based on the formulation de-
veloped by Btihring, Stech, and Schtilke (32-35). [The recent revisions in this
formulation (36) are not important for the present discussion.]

The total transition probability for electron capture of orbital electrons is
given by

X = (gZ/2~-=) ~’~ nxC=f= 1.

where g is the weak interaction coupling constant, the running index x refers
to the various bound atomic orbitals, n~ is the occupation probability of orbital
x(n~ = 1 when the orbital is full), C~, to be discussed more fully below, is the cap-
ture analog of a beta-spectrum shape factor, andf~ is equivalent to a beta-decay
Fermi function. It is given by

The quantity q~ is the energy of the neutrino emitted when an electron hole is
left in orbital x. ~ is the wavefunction amplitude for an electron in orbital x;
for s-states (~= -1), fl-i =g-l(0), and for pl/2-states, (K= q-l), fl+l= f+l(0). 
the exchange and overlap factor of Bahcall (37--41), which takes into account the
lack of one-to-one correspondence between processes in which an electron is
captured from orbital x in the initial Z atom and those in which a vacancy is
left in orbital x of the final (Z- 1) atom.

The Coulomb field near a nucleus is very strong. The shape of electron
wavefunctions near the nucleus is thus independent of external perturbations;
such perturbations only affect the normalization of the wavefunction in the
nuclear region. The most direct effect of chemical or thermodynamic perturba-
tions is then on the product n~2, which measures the density of electrons in
orbital x at the nucleus. The factors C~, given explicitly by Behrens & Janecke
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(31), are combinations of nuclear matrix elements, weighted by factors dependin~
on the shapes of the wavefunctions of electrons bound in the x-orbit. They ma)
be expressed as squares of terms which are power series in aZ and in the nucleaJ
radius, R. For allowed transitions, for example, the leading terms are just th~
Fermi and Gamow-Teller matrix dements. The correction terms, in all cases
while depending on the charge and size of the nucleus, and weakly on its charg~
distribution (36), and on the momentum transfer, are independent of changes 
the wavefunction normalizations in the inner region. The rdative contribution:
of occupied orbits with different angular momentum quantum numbers do de
pend, in general, on the nuclear matrix dements. For almost all transitions
however, the decay is dominated by capture from sl/2(~ = -1) and pl/2(r= +!
orbits, and the rates are proportional to n_~_ls and n+~+ls respectively.

Exchange and overlap effects can be very important in electron capture
They were first considered by Benoist-Gueutal (42) and by Odiot & Daude
(43). The application of closure methods by Bahcall (37-41) allowed definitl
predictions of the factors B~ in Equation 2. Since B18 is always less than one
while for the higher shells B,~, n.>-2, is greater than one, such ratios as capturl
leading to L holes rdative to capture leading to K holes are altered. The dominan
factor in these alterations is the exchange effect, in which, for example, an dec
tron in the K-shall of the initial atom is captured, but the hole appears in the L1
shell of the final atom. The effects decrease with increasing Z. The predictiott
of Bahcall for L/K ratios are confirmed, in general, by experiment (29, 30, 41, 44)
The accuracy of experimental M/L capture ratios is not yet sufficient to allow ~
conclusive test of calculated correction factors (45).

In a rather large percentage of dectron captures it may be expected that al
dectron bound in the initial atom may find itself promoted to the continuun
after the capture. This is mostly a shakeoff process due to the sudden chang~
in nuclear charge. In a paper reporting a measurement of the K-dectron shakeof
probability in the K-capture of ~zlCs, Lark & Perlman reviewed previous experi
mental and theoretical work (46). Further calculations are reported by Carlso~
et al (47). The probability of shaking off a K-dectron decreases as -s, and th,
probability of shaking off outer electrons can be expected to be somewha
smaller for dectron capture than for ordinary (positive or negative) beta-rw.
emission.

In spite of the dramatic effects on capture ratios in light dements (for example
the L/K ratio in ~TAr capture is increased by about 22% by exchange) the effect:
on total capture rates are much smaller. Bahcall has discussed the situation h
some detail (38), and concludes that the fractional change in total capture rat~
due to exchange and overlap effects is of the order of the average atomic excita
tion energy divided by the neutrino energy. Aside from cases where the Q-valu~
is not much larger than the K-shell binding energy, the effects are then alway:
small, since the average atomic excitation energy can be estimated to be of th~
order of a few hundred electron volts (38, 47, 48). Bahcall’s estimate of the tota
change in the decay rate of ~Be due to overlap and exchange was less than 0.1%
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PERTURBATION OF NUCLEAR DECAY RATES 169

The B-factors are essentially redistribution factors, whose weighted value is
approximately one

The total capture rate is then approximately equal to the sum of Equation 1 with
the B-factors left out; with the further approximation that the shape factor, C,
has a constant value for capture from sl/2 and pl/2 orbitals, and is zero otherwise,
the total capture rate becomes

k = (g/~r)~C ~, q~2n~l~x2, x = s112, px/z 

This equation is necessarily an approximation: the problem is really a many-
body problem, and while the golden-rule matrix elements are dominantly pro-
portional to the initial electron density at the nucleus, both exchange and the
effect of atomic excitation on the density of final states do have an effect, even
on the total decay rate. The situation is somewhat similar to that in electron
shakeoff in beta-ray emission: the total shakeoff probability is given to a high
degree of accuracy by calculations in the sudden approximation (47, 49, 50),
but the shape of the spectrum is sensitive to the Pauli principle and the details
of the two-electron final-state phase space (51, 52).

Until now, in published studies of chemical and other macroscopic perturba-
tions of electron-capture decay rates, the effects of overlap, exchange, and shake-
off have not been considered. The size of these effects on total decay rates will,
as we have seen, usually be small, of the order of a part per thousand. But since
typical chemical effects are also of the order of a part per thousand, a more
careful study of the validity of Equation 4 in the context of chemically induced
changes in the quantities nx and/gx would perhaps be worthwhile.

In situations where there is an appreciable density of free electrons, the rate
of electron-capture decay may be affected, or even dominated, by the capture
of these continuum electrons. Rates for capture of continuum electrons were
first estimated by Bethe & Bacher (53). Detailed discussions, using the modern
formulation of the weak interaction and including applications to stellar inte-
riors, have been given by Bahcall (54) (see also Sec. 4.6).

2.2 INTERNAL CONVERSION

A nucleus in an excited state can decay to a lower level by photon emission,
or, alternatively, by internal conversion. (Exotic decay modes, such as internal
pair formation, two-photon emission, double internal conversion, etc., are not
yet relevant in a discussion of rate perturbations, and will not be discussed here.)
The total transition probability for decay is a sum of the transition probabilities
for the various modes, thus, for the electromagnetic transition from level a to
level b

A(a ~ b) -- A~(a -~ b) ~- A~c(a --) 
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The internal conversion process can involve any of the atomic electrons, so

Are(a --* b) = hrc(x’, a ~ b) 6.

where the occupied atomic orbits are described by x’, which is an abbreviation
for a principal quantum number n’ and a relativistic angular quantum number
K’. The internal conversion coefficient for occupied orbital x’ is defined as the
ratio of the conversion rate to the gamma-ray rate:

~x,(a --) b) = Ate(#, a --~ b)/A~(a 7.

The total conversion coefficient is just the sum over occupied orbits of the partial
coefficients

and the total rate for the electromagnetic transition, a-*b, is

A~.o,(a ~ b) = A,(a --~ b)[1 ,wo,(a ~ b) 9.

Internal conversion is to gamma-ray e~ssion as h~erfine struct~e is to the
observation of nuclear moments in an external field. Internal conversion is an
off-diagonM form of hyperfine struct~e. Most internal conversion is "normal,"
that is, the internal conversion rates and the rate of gamma-ray e~ssion are
proportional to the square of the same nuclear ~trix element. Just as in di-
agonM hyperfine struct~e (55), this is not necessar~y the case when there are
appreciable contributions from p~ts of the electron wavefunctions which fie
inside the nucl~r charge distribution. Such "penetration" effects have been
renewed by Ch~eh & Weneser (56), and thek relevance to the present context
is discussed briefly in Sec. 5. For cases of normal conversion the coefficients are
~dependent of the deta~s of the structure of the i~tial and final nuclear states,
depen~ng o~y on the ener~ and muRipole nature of the nuclear transition,
and on the atomic wavefunctions. The coefficient for conversion in the x’ state of
a transition between two nucl~r states whose ener~ ~ers by k, of m~fi-
polarity ~L, ~ either M or E, is (57, 58)

,.,(aL, k) = rk(e~/hc) ~ B..,(aL) [ R...,(aL, 10.
L(L + I)(2L + ,

where x describes the angular state of the continuum electron, the coefficients
B,,(aL) are those ~ven by Rose (57),~ and the R’s are radial ~te~als. ff the
b~ng ener~ of the x’ orbit is b~’ the radi~ inte~als are

~ An error in one value of B in this reference ~ corr~d in Ref. 58, footnote 39.
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PERTURBATION OF NUCLEAR DECAY RATES 171

R.,~,(ML, k) = r~dr[g.(k - b~,, r)f~,(r)

+ f~(k -- b.,, r)g.,(r)]h~)(kr) 11.

R,..,(EL, k) r~d, [g.(r)f.,(r) - f.(r)g.,(r)lk

12.
d } rh~°~(kr)

-- [[,(r)f,,(r) + g,(r)g,,(r)] 

where hr,~l)(kr) is a spherical Hankel function of the first kind, g, and f~ are the
Dirac radial wavefunctions for outgoing electrons of kinetic energy k-b,t, and
and g,,, f,, are the Dirac radial wavefunctions for the initial occupied bound
orbit. The B-coefficients tabulated are for fully occupied bound orbits, where
the number of electrons is 21 r’ I . If the bound orbit is not fully occupied, they
should be multiplied by the occupation probability. The continuum wave-
functions are normalized per unit energy interval, and those Dirac radial com-
ponents which are large near the nucleus, g-I,’l andf+l,’t, are positive there (58).

The theory of internal conversion has been reviewed by Rose (59) and 
Listengarten (60), as well as in references previously cited. Detailed accounts
of many parts of the subject appear in the proceedings of the Vanderbilt Con-
ference (61). The initial full-scale tabulations of theoretical coefficients for con-
version in the K and L shells were given by Rose (57) and by Sliv & Band (62).
More recent, and somewhat technically improved, calculations for the K, L,
and M shells have been performed by Hager & Seltzer (63), and by Pauli (64).
Results for the N shell, for Z>60, have been given by Dragoun, Pauli, &
Schmutzler (65). Calculations for several specific nuclear transitions have been
performed by Bhalla (66-70). In addition, a computer program for calculating
theoretical conversion coefficients has been presented by Pauli (71). All these
calculations include the static effects of the finite nuclear size (72, 73). In the
tabulations of Rose (57), Sliv & Band (62), and Pauli (64), screening has 
treated by the Thomas-Ferrni-Dirac method, while Hager & Seltzer (63) and
Bhalla used relativistic self-consistent fidd wavefunctions for the dectrons.
For the wavefunctions used by Dragoun et al, screening potentials were derived
from nonrelativistic SCF calculations. The program of Pauli is adaptable to a
variety of treatments of screening.

The most complete calculations for the inner shells are those of Hager &
Sdtzer (63). As far as one can tell from internal consistency and smoothness,
when compared with the other modern results and with the most precise experi-
mental data, these coefficients are accurate to within a few percent. [The set of
values given for Z= 93, L2 shell in (63) is in error, however; the preliminary report
(74) may be consulted for these coefficients.] The only well-established dis-
crepancy is that.L1 conversion, relative to L~ and La, of some E2 transitions of
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about 100 keV energy in the neighborhood of Z= 65, is found to be larger than
is given by the calculations by about 5% (75-77). This discrepancy is made
possible by a cancellation in the electron radial integrals (78), and is associated
with the smallness of the coefficient itself. Quantum-electrodynamic corrections
in the next higher order (79) seem to bring the theoretical results back into
agreement with experiment.

Different multipoles have characteristic patterns of conversion, for low
energy transitions, in the various subshells of a given major electronic shell.
Following the widespread applications of empirically-correlated K/L ratios for
mulfipolarity identification (80), the "fingerprint" patterns for L-shell conversion
were identified and used by Mihelich (81) and others (82). The applications 
these tools has been reviewed by Graham (83). The patterns are not only char-
acteristic and striking, but they repeat from major shell to major shell. Figure 1
shows the patterns, as given by the calculations, for Z= 72, k ~ 0.1. The patterns
change regularly and slowly with atomic number and transition energy, becoming
multipolarity-independent in the limit of high energy (84, 85), though there 
evidence that the high-energy limit has not yet been reached in heavy atoms
at k~20 (E~.~ 10 MeV) (86, 87).

It was already pointed out by Slater (17) that the only appreciable contribu-
tions to the radial integrals (Equations 11, 12) come from the inner part of the
atom. Explicit calculations for particular cases (88, 89) bear this out. For certain
types of transitions one may go further. Conversion of magnetic multipole
transitions at not too high energies is dominated by conversion in odd-numbered
subshells (those with negative #). This dominance is due to large contributions
from "surface" terms (90-92) in the radial integrals. As an example, consider
the sl/~ to st/~ conversion of M1 transitions at low energy; this is the dominant
part of M1 conversion. From the Dirac equations for the radial amplitudes

1 d
f_t(r) = 1 + W -- V(r) ~ g-l(r) 13.

where W is the total relativistic energy of the electron, and V is its potential
energy. For bound electrons with small binding energy, and free electrons with
small kinetic energy, l+W~2. The sum of products of radial amplitudes in
the integrand of Equation 11 then becomes:

g~fb + f,g~ = (2 -- V)-l(d/dr)g~g~ 14.

where we have let b and c identify the bound and continuum amplitudes. Further-
more, for low-energy transitions with r not too large,

rZhtO)(kr) ~, -- 2 15.

The M1 radial integral in this limit thus becomes

R_:,_I = -- ik-" dr(2 - V)-t(d/dr)(geg~) 16.
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I1_ - | -
M~

M~ M~ M~ M~ M~ M~ M~ M~

N, N~

Nz N~ N,~ Ns N, Nz N4 N~

¯ m | ¯

I
L L, El

L,I’~

L~ E2

M, M~ M~
Mz M~ M~ Ms M, M~ Ms

F~GUR~ 1. Relative conversion coefficients within various atomic shells for different
multipolarities. The values shown here are taken from theoretical calculations for
Z=72 and a tramition energy of 51 keV (50 keV for the N-shell). For the L and 
shells the results of Hager & Sdtzer (63) and Pauli (64), which agree to within a 
percent, are used. The N shell results are from Dragoun et al (65). The characteristic
"fingerprint" patterns persist throughout the different atomic shells.
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and can be integrated by parts

R--1,-1 = ik-’ dr(g~g’)[(d/dr)(2 V)-11 17.

The factor in the square brackets restricts the effective range of contributions
to the integral to a region of the size of Z times the classical electron radius [see
the discussion of s-state hyperfine structure by Slichter (93)]. In the nonrelafivistic
limit, g(r)= u(r), the Schr6dinger radial wavefunction, and f= ½(du/dr), so that

o, (i/2 )uo(o)ub(o) 18.
which displays even more directly the correspondence between internal conver-
sion and hyperfine structure (94, 95). The remarkable validity of a simple energy
dependence for M1 conversion in s-states, even up to quite high energies, was
noted by Olsson & Hultberg (96); its validity is due to the dominance of the sur-
face terms. The strong correspondence between the relative M1 conversion
coefficients in various bound s-states and the relative electron-capture intensifies
has been discussed by Daniel (97). It is also due to the fact that the surface
terms are proportional to bound-state electron densities near (which, because of
the strength of the Coulomb field, is the same as at) the nucleus. Furthermore,
it is through its effects on the normalization of the bound-state wavefunctions
that screening is most important. As in the atomic photoeffect (98), the screening
effects on the continuum wavefunction normalizations tend to cancel those on
the kinematic density of final states.

The surface terms exist, and usually dominate the conversion rates for low
energy transitions, for all magnetic multipoles. They occur, in ML conversion,
for ~’= --1, ¯ ¯ ̄ , --L. Such terms do not exist for electric mulfipole conversion.
The dominant radial integrals, however, in both cases, when evaluated directly,
have settled to close to their final values by the time the integration has reached
a small radius r°zl. The explicit calculations by Band et al (89) show that r,f~ 
less than or about equal to (g’+l) (~’+2) times the K-shell Bohr radius of 
atom, where g’ is the orbital quantum number of the converting electron. Even
for electric multipole conversion, then, that part of the conversion which con-
tributes most to the total rate is proportional to the bound dectron densities in
the inner part of the atom.

The conclusion is that for the dominant contributions, the relative rates of
conversion of the same nuclear transition in two atomic orbitals having the same
angular quantum number, r’, but different radial quantum numbers, nl, and
is just

k)/,.,., = I
This conclusion has been checked experimentally, for example, by Bocquet et al
(99), Dragnun et al (100), Pleiter (101), and Fujioka et al (102), and is supported
by the calculations, for inner shells, of Church (103) and Pauli (104), and 
outer shells, of Dragoun et al (105), and Anderson et al (106). Exchange effects,
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and effects of nonperfect overlap of unconverted inner shell wavefunctions,
are not expected to be as large in internal conversion as in electron capture. Shake-
off of outer-shell electrons may be at least as important as in electron capture.
The process was considered by Carlson et al (47), and experimental evidence
has recently been presented by Porter et al (107, 108).

2.3 MATllIX-ELIgMlgNT EFFECTS AND KINEMATIC EFFECTS

The rate of a decay process may be written as a product of a matrix-element
factor and a factor proportional to the density of final states:

For the cases of electron capture and internal conversion the states of the final
nuclear and bound-atom systems may be considered discrete, and the energy
dependence of the density of final states comes almost entirely from the contri-
bution of the outgoing neutrino or electron. Even though there is no unique
distinction between the M2 and the O factors, one can make an approximate
separation between cases where the rate change is due to changes in the initial
bound-state inner-atom electron densities, and where it is due to essentially
diagonal shifts in the binding energies. It is mostly the former which will be
considered here, since it is through the understanding of the density effects that
rate-change studies can make a unique contribution. The diagonal energy shifts
are very important in photoelectron spectroscopy (21).

In electron capture the kinematic effects are expressed through the square
of the neutrino momentum (Equation 2). Binding energy shifts will change this
factor. An example is shown in Figure 2a. Over the region of 10 to 40 keV above
the K threshold the fractional change in total electron-capture rate is about
3 × 10-5 per electron volt.

For internal conversion the effects are in general more complicated. When
surface terms dominate, however, the conversion rates (in the low-energy limit)
are almost independent of binding energy shifts. It then takes the actual crossing
of a threshold, or at least coming within a few natural widths of it, to produce
an effect. The example of a magnetic dipole transition in lead is shown in Figure
2b. Beyond the threshold, the fractional rate change is about 1 X 10-e per electron
volt. In the neighborhood of the threshold, however, the effects are large. For
those internal conversion eases where surface terms do not dominate, conversion
just above threshold may have a complicated energy dependence; little is now
known about the details.

3. CASES STUDIED

We now review in detail the effects found for ten nuclear transitions, and
briefly mention several others. In the subsection headings we use the following
abbreviations: EC, electron capture; IC, internal conversion; Ak, measured
decay rate changes; A(N/M), etc., measured changes in the internal conversion
shell ratios; ME or ESCA indicate that relevant work on the Mtissbauer effect
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I I

I I I
50 I00 150

ENERGY IN KEV

FIOORE 2. Energy dependence of total electron capture and internal conversion rates
above and below the K-threshold in lead (88.0 keV). (a) Electron-capture rate divided
by EL for an allowed transition. (b) Internal conversion rate for an M1 transition. 
both cases the nuclear matrix elements are assumed independent of energy.

or photoelectron spectroscopy have been done. Unless otherwise specified the
free-atom electronic configurations are taken from Moore (109).

3.1 ~Be (EC, AX, ESCA)

The isotope 7Be decays by electron capture with a half-life of about 53.5
days. About 90% of decays lead to the 7Li ground state; the only radiations are
then the very soft Li X-rays, and neutrinos. About 10% of decays lead to an
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excited 7Li state, whose decay is signalled by a gamma-ray of 478 keV. Both EC
transitions are superallowed, so the shape-function factor (C in Equations 
4) is state-independent. The nuclear properties are reviewed by Lauritsen 
Ajzenberg-Selove (110). The free Be atom has the configuration (Is)~(2s) ~, but
screening cuts the ratio of 2s to ls electron densities at the nucleus from its
hydrogenic value of 1/8 to approximaetly 0.04 (111).

In addition to the pioneering work described in Sec. 1, and a further contri-
bution of Bainbridge & Baker (112), the influence of chemical combination 
the rate of 7Be decay has now been studied by Johlige, Aumann & Born (113),
who have investigated several more compounds. All of the 7Be studies have been
done with balanced ionization chambers. The results are summarized in Table 1,
which is adapted, in the main, from Johlige et al (113).

One of the confusing aspects of the earlier work concerned discrepancies
between the results for BeF~, as compared with BeO or Be metal. The Berkeley
(11, 12) and Brookhaven (13) results were in good agreement, and gave a change
of 0.8X10-a between the metal and the fluoride, but the Paris result (14) was
1.2X10-a. The fluorides were prepared by different methods, and while the
Berkeley and Brookhaven samples were shown to be in hexagonal lattice form,
the Paris sources were amorphous. The Paris result for amorphous BeF~ has
now been confirmed by Johlige et al. These latter authors point out that the
ordering of the different inorganic forms in order of half-life, and therefore
electron density at the nucleus, is not the same as the electronegativity ordering.

It is interesting to compare the changes in electron density at the nucleus

TABLE 1. Measured Half-Life Changes Due to Changes in
Chemical Combination for ~Be

Source pair Ref. Result (X 10-3 x)

),(Be)-X(BeO) 11 0.15 + 0.09
13 0.131 ±0.05

X(BeO)--X(BeF~) 12 0.69 ±0.03~
13 0.609±0.0554
113 1.130 ±0.058b

X(Be)- X(BeF~) 13 0.741 ± 0.047,
14 1.2 ±0.1b

X(BeS)-),(Be) 112 0.53 ±0.06
~(BeO)--X(BeBr~) 113 1.472 ± 0.063
~(BeO)--X(Be(CsHs)~) 113 0.795 ± 0.074
k(Be~+(OH~)~)--X(BeO) 113 0.374 ±0.077
k(Be~O(CH~COO)~)- ~(BeO) 113 0.724 ± 0.057
>,(Be~+(OH~)J ~ X(Be(CsH~)~) 113 1.169 ± 0.106
),(Be~O(CHaCOO) ~) -),(BeF~) 113 1.852 ± 0.082b

- BeF~ in the hexagonal form.
b BeF, in the amorphous form.
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with the changes in K electron binding energies observed in ESCA work. ESCA
results (114, 115) are available for Be, BeO, and BeF2 (degree of crystallinity
unspecified). While the ordering is the same as for change in half-life (and the
K electrons are more tightly bound in BeF2 than in Be metal) the effects are not
porportional; the splitting between metal and oxide is 2.9±0.1 eV, while that
between oxide and fluoride is only 1.3 eV.

The change in half-life between the gaseous and the metallic states was esti-
mated by Jacques (116), using a variety of methods; effects of the order of 3.5%
were predicted.

3.2 57Fe [IC, Ak, A(N/M), ME]

States in 57Fe are populated in the decay of 270-day 57Co. Of particular
interest is the decay of the 14.4-keV first excited state of ~Fe to the ground state.
The 14.4-kcV transition, familiar in M6ssbauer-effect spectroscopy (20, 117), 
predominantly M1, with an E2 admixture of about (5±2) -8. The total con-
version coefficient of the transition is about 8.3. The available information about
this transition has been compiled by Rapaport (118). The neutral iron atom has
the configuration (3d)~(4s)2 outside the argon dosed shells.

Extensive data on the ME isomer shift for compounds of iron is available;
these results give the product of change in mean-square charge radius between
the ground and 14.4-keV states, times the change in total electron density at
the nucleus between the source and absorber chemical forms. The relative
change in charge radius, typically of the order of 10-3 to 10-4, is not determinable
in any other practicable way. After the isomer shift was discovered in ~Fe (119),
estimates of the changes in electron density at the iron nucleus in various com-
pounds were made by Walker, Wertheim, & Jaccarino (120), who derived 
value for AR/R which is (when corrected for relativistic effects) 1.4×10-3.

Consideration of "overlap-induced" s-electron density changes led ~im~tnek and
collaborators (121, 122) to revised estimates of AR/R~-.O.4 to 0.5X10-8. All
these atomic and chemical arguments lead to the conclusion that the the 14.4-
keV state charge radius is smaller than that of the ground state.

The method of studying changes in the relative intensity of outer-electron
internal conversion lines (19) was applied to ~Fe by Pleiter & Kolk (123). Their
tabulated data are plotted in Figure 3, which shows the variation in the measured
N/M1 ratio, which is essentially the 4s/3s electron density ratio, vs the measured
isomer shift. They concluded that AR/R=(0.45±O.15) 10-8. The experimental
resolution of Pleiter & Kolk was (Ap/p)~-0.2%, and thus the N-line was only
partly resolved from the M-line.

Results of measurements at higher resolution (-~0.05%) were reported 
Porter & Freedman (108). They prepared ~7Co sources with an isotope separator.
When 5~Co ions were deposited on the surface of graphite (and thus in what was
labelled an "oxide" state) they found the ratio N~/MI=O.024+_O.O02, while
when 500-eV ions penetrated into the graphite (labelled a "metallic" state) they
observed N’I/M~=0.034_+0.003. A disturbing feature was found, however, in
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0.08-

0.06-

0.04-

O.02 -

57 Fe 14.4-keY TRANSITION
o PLEITER, KOLK
t FUJIOKA, HISATAKE

I I I I I
-0.8 -0.6 -0.4 -0.2 0

ISOMERSHIFT mm/sec

FxGtm~ 3. Measured Nt/Mt ratios in internal conversion of the 14.4-keV transition
in 5~Fe, as a function of the M6ssbauer-effect isomer shift of the source relative to
K~Fe(CN)6.3H20. N/M ratios of Pleiter & Koik (123) for different runs with the same
source have been averaged. The measured isomer shifts of Fujioka & Hisatake (124)
have been adjusted for the $$ 310-potassium ferrecyanide difference.

their high-resolution work: the N1 lines shapes showed less low-energy tail than
the Mt fine shapes, and the difference could not be attributed to differences in
electron energy loss in the sources. Porter & Freedman concluded that the shape
difference was probably due to a difference in the amount of outer-electron
shakeoff associated with the conversion. Their concurrent studies of L-shell
shakeoff in K-electron conversion (107) suggest support of this view. They also
noted that it could be misleading to derive results from data taken at lower
resolution, without some knowledge of these line-shape changes. The K-electron
binding energy was found to be 3.3 eV higher for the "oxide" source than for the
"metallic" source.

Results of further high-resolution measurements have now been reported
by Fujioka & Hisatake (124), who compared the conversion spectra (and isomer
shift) of 5~Co sources deposited on a cobalt metal substrate, with and without
annealing. They confirm the fine-shape difference (108). Their Nt/M~ ratios, vs
isomer shift, are compared with those of Pleiter & Kolk in Figure 3. Fujioka &
Hisatake conclude that AR/R~0.6 X 10-a. See also (272, 273).

Attempts to determine the change in half-life of the 14.4-keV state associated
with sources having different isomer shifts are now in progress (125). The useful-
ness of this technique, which avoids difficulties connected with inner-electron
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readjustment to changes in outer-dectron wavefunetions or occupation numbers,
was discussed by Raft, Alder & Baur (126), who gave specific results for the
relation between the two effects, as a function ofAR/R.8

In iron it is the 3d electrons which give the large atomic magnetic moment.
The field of the 3d electrons is strong enough to polarize, to some extent, the
x-states. That the inner s-states were polarized in ferromagnetic iron was already
deduced from the magnitude and sign of the magnetic field at the nucleus, as
seen in the Mtssbauer effect (127, 128). The resulting energy splitting of the
s-states was first established by Fadley et al (129), who found a splitting of about
4.4 eV for the 3s electrons. The 2s and 3s electron spin densities in iron have
now been studied by Song et al (130), who observed the internal conversion
decay of the 14.4-keV level after excitation by polarized Mfssbauer gamma-rays.
Calculations related to the effects have been performed by Morita and col-
laborators (131,132).

a.a 80z (EC, AX); 8 sr (EC,
The isotope 8gZr has a half-life of 78.4 hrs and decays to levels in 8gY.

The spin and parity of ~Zr are 9/2q-, and 99% of the decay (76.6% by EC
and 22.3% by positron emission) feeds directly the 9/2+ state at 909 keV
in aaY; another 1~ of decays are by EC to higher excited states. While the log
ft of the principal EC transition is 6.1, indicating some hindrance, it can be
understood as due to relatively low occupation, in 8~Zr, of pairs of protons in
the g9/2 state. The "shape factor," C in Equation 1, should then be independent
of atomic orbit. The data on mass 89 nuclei have been quoted from a recent
evaluation (133). The atomic ground state of zirconium is (4d)~(5s)’ outside the
krypton closed shell.

Gagneux et al (134) have grown barium titanate crystals with active ~Zr
replacing some of the titanium ions. Barium titanate has a ferroelectric phase
transition at 120°C; above that temperature it has a perovskite cubic structure,
while below it the structure becomes deformed, and there are large internal
electric fields. Gagneux et al interchanged pairs of BaTi (a~Zr)O3 sources viewed
by NaI detectors, with provisions for heating one or both of the sources. They
used both what they called the "Steigungs" method, in which the change with
time of the ratio of the counting rates, was followed, and what they called the
"AX-Sprung" method, in which the change in counting rate due to a change in
temperature was determined, with the temperature cycled above and below the
Curie point on a relatively short time scale. The result was that 8~Zr decayed
more slowly in ferrodectric BaTiO~ than in the cubic form. The measured change
in the total decay rate was found to be/xX/X = (6.2 + 0.2) 10-4, while for the elec-
tron capture part alone, AXEc/~,~c=(8.0+0.3) -~.

As discussed in Sec. 4, the internal electric field by itself probably has little
effect on the EC decay rate, and the major part of the change probably comes

~ Results of such an experiment have now been reported by Ri~egsegger & Kt~ndig
(126a), who deduce that zXR/R=(0.31 +0.06) 10-*.
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from the change in electron density at the nucleus due to the displacement of
the 89Zr from its symmetrical position in the unit cell.

Preliminary results of similar measurements with 85Sr in BaTiO3 have been
reported (135). The EC decay of 85Sr (T~=65.2 days) is similar to that of agZr,
except that there are no positrons (136). The sign of the effect is the same as for
8~Zr, but the magnitude is much smaller (135): Ak/~=(0.49+0.29) -4. The
difference may be related to the fact that, while the Zr atom has the same ans2
configuration as the Ti for which it is substituted, the free Sr atom has no 4d
electrons.

3.4 9°Nb (IC, ,AX)
States of ~°Nb are populated in the decay of 5.7 hr ~°Mo; the relevant nuclear

data are reviewed by Ball, Johns & Way (137). Approximately 90% of O°Mo
decays lead to the feeding of a state of spin and parity 4- at 124.8 keV in °°Nb.
This state has a half-life of 18.82_+0.09 sec (138); earlier measurements had led
to values of up to 24 sec. The 18.8-sec isomer decays by a low-energy transition
to a 6-t- state at 122.4 keV, which in turn decays to the 8+ ground state by
an E2 transition. The energy of the isomeric transition is reported as 2.38_+ 0.36
keV (139), and its multipolarity is almost certainly M2. A low energy M2 transi-
tion converts principally in sl/2 and p3/~ atomic orbitals. The atomic ground state
of niobium is (4d)4(Ss) outside the krypton closed shell.

Cooper, Hollander & Rasmussen (140) perturbed the decay rate of this iso-
meric transition by changing the chemical state of the activity and thus producing
an immediate change in the intensity of the 122-keV transition, which follows
the isomeric transition with a half-life of only (61_+4) -~ sec (141), relative to
transitions following the decay of ~°Nb ground state (14.6 hr). The 122-keV
intensity relaxes to equilibrium with the half-life of the isomer. Niobium foils
were bombarded with 50-MeV protons, and thus O°Mo was produced by the
(p, 4n) reaction. The foils were dissolved in a mixture of hot concentrated nitric
and hydrofluoric acids; the chemical state was thus changed from metallic to
that of a fluoride complex. The result was X(Nb metal)-X(fluoride complex)
= (3.6_+ 0.4) -2 X(fluodde complex).

A somewhat different result was obtained by Weirauch et al (142). These
authors prepared the 19-see isomer directly, with the reaction (d, 2n), by bom-
barding pairs of zirconium foils with 19-MeV deuterons. The decay rate with the
activity in the irradiated Zr foil was within one percent of that when the foil was
dissolved in an HNO3-HF mixture. The activity was also produced directly
by Geiger et al (138), through the reaction Zr (p, n) with Zr targets and with 
targets in which Zr was an impurity. The half-lives were the same within about
1.5%.

The experiment of Cooper et al (140) was repeated by Olin (143), who found
~(Nb metal)-~(fluoride complex)=(3.9+0.8) -2 ~(Nb metal) in good agree-
ment. Olin also determined that ~,(Nb2Os)-X(Nb metal)=(1.87+0.50) -2

~(Nb metal).
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The measurement of Weirauch et al was also repeated by Smend, Borchert &
Langhoff (144). "the new result was that the fractional change in isomeric half-
life between °~Nb in Zr metal and in the fluoride complex was <0.18 10-~.

It is not easy to interpret all these results in a consistent manner. If the
fluoride complexes in (142) and (144) are the same as those in (140) and 
then the decay rate of 9~Nb in Nb differs from that in Zr by 3-4%. The "metallic"
sources themselves have had different radiation and decay histories, and the
nature of the sites occupied by the isomeric systems have not been determined.

An influence of superconductivity on the half-life of ~°~Nb has been studied
by Olin & Bainbridge (145). Sources prepared in a manner similar to those 
(143) were held at liquid helium temperature. A 4-kG magnetic field was used
to quench the superconductivity. When the field was removed, the recovery of
the 122-keV gamma-ray intensity to equilibrium followed. It was found that
~’~Nb decays more slowly in the superconducting state than it does when the
superconductivity is quenched by a magnetic field: ~(normal)-)‘(superconduct-
ing)=(0.195+0.055) -2 X(normal). Anearlier att empt by Cooper (146), in
which the superconducting transition was induced by temperature change and
observed by flux explusion, led to an upper limit of ~0.2 × 10-" for

The effect of high pressure on the decay rate of 9°~Nb was investigated by
Cooper (146) who found that ),(0.1 megabar)-)‘(0)= (6.3 -8

For further discussion of the chemical and superconducting effects in Nb
see See. 4. It was pointed out by Olin (143) that the L3-electron binding energy
in Nb is within experimental uncertainty of the transition energy. If L3 con-
version is fully allowed it should account for about 2/3 of the total decay rate.
Then if the L9 binding energy is slightly below the transition energy in Nb metal,
when it increases slightly in the fluoride complex the decay rate will decrease.
It would be of great interest to know more precisely the energy of the isomeric
transition, the fraction of Lo conversion, and the chemical and superconducting
binding energy shifts in niobium.

3.5 ~gTc (IC,

The isomeric activity 9~Tc is a daughter of ~9Mo (67 hr) and decays with
a half-life of 6.0 hr. The isomer has spin and parity 1/2-- ; about 0.8% of decays
go directly to the 9~Tc g~ound state (9/2+) by an M4 transition of 142.7 keV.
The remaining decays are by a low-energy E3 transition to a 7/2+ state at 140.5
keV, which decays to the ground state by an M1 transition. The nuclear data are
summarized in the Table of IsoW]~es (147). The energy of the predominant iso-
meric transition has been determined to be 2.17___0.01 keV by Lacasse & Hamil-
ton (148), who also studied the conversion ratios: M2/M~/M~/N=(56.4-+2)/
100/(47.6___ 2)/(28.6_+ 5). These ratios are in close agreement with those found
by interpolation in tables of theoretical coefficients (63). The total conversion
coefficient is then about 1.4X 10~. The atomic ground state of TC is (4d)~(5s)~.

The first demonstration that the half-life of an isomeric transition could be
changed by chemical means was performed with 9~Tc, by Bainbridge, Gold-
haber & Wilson (15, 16). The comparison of two compounds in which Tc was
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PERTURBATION OF NUCLEAR DECAY RATES 183

in the d-7 valence state showed that k(KTcO4)-k(Tc2ST)=(2.70+0.10) -s

k(Tc~7). This result is for the pertechnetate in the dry salt; the same value, within
the uncertainty, was found for KTcO4 in basic aqueous solution. Sources with
the 9~Tc in Tc metal varied in haLf-life by ,-~0.3X10-8 according to the method
of preparation, but reproducible results were obtained with sources prepared
by an electroplating procedure followed by reduction (16). With these sources 
was found that k(Tc)-k(Tc2ST)=(0.31 +0.12) -8 ~(Tc~ST). A source ofpartly
amorphous Tc, reduced from bulk Tc2S7, decayed more slowly than 9~Tc in
unreduced Tc2S~, by about one part in 108.

These results were considered by Slater (17), who pointed out that the major
effect is probably due to the squeezing of the 4p electrons in KTcO4, with its
smaller interatomic distances.

The influence of temperature and the superconducting transition on this
lifetime were studied by Byers & Stump (149). No difference was found between
the decay constant at 77°K and 293°K. At 4.2°K measurements were made without
magnetic field, and thus in the superconducting state, and with a field of 5.3
kt3 (normal state) with the results k(4.2°K, superconducting)-X(293°K)
= (0.64___ 0.04) -8 X(293°K), X(4.2°K, normal)-X(293°K) = (0.13 ___ 0.-8

),(293°K). The sign of the superconducting effect is opposite to that found 
~°~Nb (145) (see Sec. 

Balanced ionization chambers were used in all the above work on a~Tc.
Bainbridge, Goldhaber & Wilson give a detailed discussion of the technique (16).

Effects of compression on the decay rate of ~’~Tc in Tc metal were studied
by Bainbridge (150), who found that k(0.1 megabar)-X(0) = (0.23 _+ 0.05) -a X(0),
and by Mazaki, Nagatomo & Shimizu (151), who found X(0.1 megabar)-X(0)
= (0.46+0.23) -8 k(0). Effects ofjust thi s order of magnitude were calculated
for this case by Porter & McMillan (152).

Studies of the influence of an external electric field on the ~’~Tc decay rate
have been undertaken by Leuenberger et al (153), who have mixed Tc and 
compounds with a dielectric powder, and put it in a capacitor in fields of
~2X104 V/cm. Decay rate changes of the order of Ak/k ~10-4 have been ob-
served.

Nishi & Shimizu (154) have studied the effects of the ferroelectric phase
transition in BaTiO8 on the half-life of substituted ~’~Tc. A differental method
was used. The fractional change in decay constant was found to be (2.6 +_ 0.4) -8,

with faster decay in the paraelectric phase.
In their study of the conversion-lines of the 2.17-keV isomeric transition,

Lacasse & Hamilton observed satellite peaks, with intensities 10-20% of the
main peaks, at energies about 50 eV above the M2, Ma, and M~ lines. Several
simple explanations could be ruled out. The possibility that the satellite peaks
corresponded to part of the source being in a different chemical form was con-
sidered, but no conclusion could be reached.

3.6 ~Sn [IC, A(O/N), ME]
The first excited state of ~Sn lies at 23.875_0.010 keV, has ITr= 3/2d-, and
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decays to the ground state by an M1 transition. The transition has been used
extensively in M6ssbauer-effect studies. Neither E2 admixture nor penetration
effects in the M1 conversion have been observed. Conversion takes place in the
L, M, N & O shells; the total conversion coefficient is 5.13_+0.15 (155) and the
half-life of the 24-keV state is 17.75+0.12 nsec (156). The ground state of the
free tin atom is (4d)1°(Ss)2(Sp)~ outside the krypton closed shell.

Effects of chemical combination on a spectrum of internal conversion elec-
trons were first observed by Bocquet et al (19) in a study of this transition, with
11~Sn (245 day) sources. The chemical forms compared were white tin metal
and SnO~. To get good electron spectra at this energy, sources must be thin,
but measurement of M6ssbauer spectra of the same sources confirmed that the
radioactive atoms were in the same environment as n~Sn in bulk metal and
dioxide. Momentum resolutions of 0.10 to 0.15% were attained. Contributions
from K-LM Auger lines in the same energy region had to be accounted for. It
was found that the O/N intensity ratios were 0.108_+0.004 for white tin and
0.074 + 0.004 for SnO2. Effects of a possibly different line shape for the N and O
lines, as observed for ~VFe by Porter & Freedman (108), were not taken into
account; such effects, while probably smaller in the Sn case than in the Fe, due
to the higher energy and poorer spectrometer resolution, should lead to an
increase in the uncertainties. No changes were seen in the relative conversion
intensifies of the more tightly bound electrons (99).

Consequences of this chemical effect on 5s conversion for the interpretation
of the M6ssbauer isomer shift were also considered. Estimates based on chemical
arguments of the change of electron density at the nucleus in going from one
chemical form of Sn to another have led to some disagreement about the magni-
tude, and even the sign, of AR/R (157-166). The experiment showed directly that
the charge radius of the 24-keV state was larger than that of the ground state (19).
The final conclusion (167)was that AR/R= (1.84+0.37) -4. It wasalsonoted
that several previous isomer-shift calibrations not only did not agree with the
measured 5s conversion intensity change, but in fact did not agree with either
of the measured O/N ratios. Another "experimental"calibration, by Rothberg,
Guimar & Benczer-Koller (168), based on a comparison of isomer-shift tem-
perature dependence and NMR Knight shift, gives the result Z~R/R
=(1.8+0.4) -4.

3.7 ~Te [IC, AX, A(O/N), ME]

m’~Tc has a half-life of about 58 days, spin and parity 11/2-, and decays by
an M4 transition of 109.4 keV to the first excited state. This state (3/2-t-, T~/~
= 1.5 ns) decays to the ground state (1/2+) by a 35.6-keV M1 transition. 
35.6-keV transition has been used in MSssbauer studies and has a total con-
version coefficient of 13.2; the E2 admixture is only (0.035+0.020)%. Both
transitions convert in the K, L, M, N, and O shells. The M4 transition converts
about twice as strongly in p states as in s states (147, 169-171). The atomic
ground state of tellurium is (4d)~°(5s)2(5p)~ outside the krypton dosed shell.

Changes in the decay rate of t~"Te in the chemical forms Te metal, Te oxide,
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and silver telluride were studied by Malliaris & Bainbridge (172). Balanced 
ionization chambers were used. The results were 

X(Te) - X(Ag2Te) = (2.59 k 0.18) 10-4X(Te), 

X(Te0,) - X(Ag,Te) = (2.23 k 0.18) 10-4X(Te), 

X(Te) - X(Te02) = (0.36 & 0.17) 10-4X(Te) 

Martin, Erickson & Perlman (173) have tried to determine the change in 
0-shell conversion of the 35.6-keV transition between sources of Te metal and 
AgzTe. A limit of 5% could be put on 0-shell change relative to the other lines. 
Somewhat larger effects were reported by Makariiinas, Kalinauskas & 
Davidonis (174), who found O/N(Te)=O.152f0.017, O/N(ZnTe)=0.108 
- t-0.015, [O/N(Te)]/[O/N(ZnTe)]=l.41 k0.34. 

Consistent relative calibrations of the isomer shift in the Mossbauer effect 
for isoelectronic compounds of Te, Sn, and neighboring species have been 
developed by Ruby & Shenoy (175). 

3.8 I69Tm [IC, A(P/O), ME] 
16Tm has a permanent quadrupole deformation. Its ground state and first 

excited state are the I =  1/2 and 3/2 members of an even-parity rotational band 
with an intrinsic angular momentum component along the symmetry axis of 
K =  1/2. The transition between them is at 8.401 & 0.008 keV, and is predomi- 
nantly M1 with an E2 admixture of 0.108~0.005% (176). Even with such a 
small admixture, about 40% of the conversion is due to E2 conversion i n p  states, 
with the remainder M1 conversion, mostly in s states. Conversion takes place in 
the M, N ,  0 ,  and P shells. If one takes the total M-shell coefficient from theory 
(63), for the admixture given, and multiplies by the experimental ratio MNOP/M, 
one finds that the total conversion coefficient is about 266; experimental values 
are 325k35 (177) and 220+50 (178). The 8.4-keV state has a half-life of 4.04 
k0.06 nsec (179). The transition occurs following decay of both lG9Er (9.4 day) 
and 169Yb (32 day), and is widely used in Mossbauer studies. The ground state 
of the free thulium atom is (4f)13(6s)2 (180), while the trivalent ion has (4f)12 
(181). 

Carlson, Erman & Fransson (176) have observed changes in the P/O1 ratio 
in internal conversion with changes in chemical form. Spectrometer momentum 
resolutions of ~ 0 . 2 %  were used. Sources of 169Er in various solids were prepared 
with an isotope separator. The results are given in Table 2. It was assumed that 
the P and 0 line shapes were the same. Interpretation of the results in terms of 
electron density at the nucleus is complicated by a possible contribution from 6p 
bonding electrons. Equal numbers of 6p and 6s electrons should lead to 1520% 
of the P line intensity coming fromp electrons, so the major effect is undoubtedly 
an s-electron effect. 

Studies of the Mossbauer-effect isomer shift for the 8.4-keV transition lead 
to the conclusion that the charge radius of the excited state is smaller than that 
of the ground state (182). 
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TABLE 2. Relative intensities of the P and 0, conversion lines of the 
16Tm 8.4-keV Transition in different chemical environments" 

Probable chemical environment P/O1 

W metal 
WOa 
TmtOo 
Fe2OS 

0.056 i o .  007 
0.030 i-0.006 
0.035 f0.006 
0.03 fO.O1 

Carlson, Erman & Fransson (176). 

3.9 1g3Pt (IC, Ax)  
States in lg3Pt are excited in the decay of lg3Au (16 hr) and lWn"Pt (4.3 day). 

lg3Pt is itself unstable, with an electron capture Q-value of 60.8 f 3.0 keV and a 
partial half-life for L-capture of 620+250 yr (183). Several puzzling features of 
the level scheme of 193Pt were explained by Johansson et a1 (184, 185), who found 
that the first excited state was at an energy of only 1.644fO.004 keV. From con- 
version spectra and the nature of transitions feeding the ground and 1.64-keV 
states it could be concluded that the transition between them was primarily of 
M1 character. Conversion was observed in the N l ,  Nz, and O1 shells, and may be 
expected in the P shell as well. The half-life of the 1.64-keV state was found to 
be 9.7 f 0.3 nsec (186). From the tabulated theoretical N-shell coefficients for an 
M1 transition (65), with a correction for the 0 and P shells, one estimates that 
the total conversion coefficient is in the neighborhood of 1.5 X lo4. The ground and 
first excited states are assigned spin and parity 1/2- and 3/2--, respectively 
(1 85). Platinum has the free-atom configuration (5a9(6s). 

Chemical effects on the lifetime of the 1.64-keV state have been studied by 
Marelius (186). Sources of 193Au were used, in Au metal and AuCl3. Half-lives 
were measured directly by electron-electron delayed coincidence in a double 
long-lens spectrometer with 20 kV preacceleration. It was found that the half- 
life was 4L-2% longer in the chloride source than in the metallic source. 

3.10 zs5U (IC, A x )  

It was found in 1957 that the first excited state of TJ, which is populated in 
the alpha decay of 239Pu and has ZT= 1/2+, has a very low excitation energy and 
decays to the ground state with a half-life of about 26 min (187, 188). The 
experimental information on this isomeric decay has recently been reviewed by 
Artna-Cohen (189), who adopts an average half-life of 26.1 min. The most recent 
determination of the transition energy is that of Nkve de Mdvergnies (190), who 
found 73 i- 5 eV; earlier results had been 5 2 3  eV (191), 75 eV (192), and 30+ 3 eV 
(193, 194). The spins and parities of the levels are well known and thus the 
transition would be expected to be E3. The ground-state configuration of the 
free uranium atom is (5f)3(66)(7s)2 outside the radon core (195, 196). If the 
energy is near 73 eV, conversion is possible only in 6s, 6p, 55 6d, and 7s states 
(197). Conversion of low-energy E3 transitions takes place primarily from p 

www.annualreviews.org/aronline
Annual Reviews

A
nn

u.
 R

ev
. N

uc
l. 

Sc
i. 

19
72

.2
2:

16
5-

20
2.

 D
ow

nl
oa

de
d 

fr
om

 a
rj

ou
rn

al
s.

an
nu

al
re

vi
ew

s.
or

g
by

 B
ri

gh
am

 Y
ou

ng
 U

ni
ve

rs
ity

 -
 U

ta
h 

on
 0

8/
04

/0
8.

 F
or

 p
er

so
na

l u
se

 o
nl

y.

http://www.annualreviews.org/aronline


PERTURBATION O~t NUCLEAR DECAY RATES i 87

and d bound electronic states. In this case then, almost a11 of the conversion will
be from the 6p states, with perhaps a few percent from the 6d state.

The effect of chemical state on the half-fife of this isomeric decay was studied
by Mazaki & Shimizu (198, 199). Recoils from ~gPu alpha decay were collected
on carbon films and silicon crystals, and on platinum. The activity was diffused
into the carbon and silicon, and the resulting chemical states were thought to
be like UC and USi. The activity on Pt was thought to be a metallic state. Pairs
of these sources were mounted alternately as the first dynodes of two’ electron
multipliers, and differential comparisons made. It was found that

X("U") -- X("UC") = (0.318 O.O50)lO-2X("U"),

X("U") -- X("USi") = (0.221 __+ 0.036)10-2),("U"),

h("USi") - X("UC") = (0.097 + O.043)lO-Zh("USi’’)

Detailed studies of environmental effects on this half-life have been made by
N~ve de M6vergnies (200-202). Recoil sources were collected, either in vacuum,
with the atoms entering the collector with their recoil energy of ~ 90 keV, or in
one atmosphere of argon, with the charged, but slowed down, recoils pulled to
the collector with a field of ,--~6 kV/cm. Decay rates were compared with a pro-
portional flow counter with two source positions. Half-life differences were
found (201) between sources collected in the two ways, and between the low-
energy (2.5-12.5 eV) and high-energy (50-75 eV) parts of the electron spectrum.
These differences were attributed to different weightings of isomeric atoms on or
near the surface of the collector and deeper within the collector material.

Still more recent results of N~ve de M6vergnies (203) have been obtained with
~5’~U collection and decay within the same vacuum system. There seems to be a
correlation between the decay rate and the free-electron density. When metals of
group Ib, such as Cu, Ag, and Au, are used as hosts, the experimental values of
the decay constant h are consistent with a proportionality to the 1/12 power of
the free-electron density, as would be expected from a screened-potential model.
The latest data are shown in Figure 4. A similar dependence on atomic concen-
tration can be seen for elements of Group VIII (bivalent Ni and Pt and trivalent
Co and Ir) and of Group IVb (Ti and Hf). For metals whose valence is closer 
that of uranium the dependence on atomic concentration is weaker.

Measurements with such low energy electrons are extremely difficult, but the
size of the effects found, and--if the transition energy is between about 50 and
100 eV--the simplicity of the conversion process, make this case potentially a
very fruitful one.

3.11 OTHER CASES

~Pu, ~3U.--Novakov & Hollander (204) initiated a series of measurements
of the effects of strong electric fields on the shapes, positions, and relative
intensities of internal conversion and photoelectric conversion fines. Since this
work has already been reviewed (21), we comment only briefly on the chemical
effects involved. In the presence of a macroscopic field of the order of 107V/cm
the Lz internal conversion line of the 57.2-keV transition of 2aaPu, following decay
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/~ (I0-~ rain-t)

Ag

//
(A)

~Pd

U~ ~Nb

/W ~ (B)

5.0 6.0 ?.0 8.0 9.0 |0.0

Atomic concentration (1022at/era3 )
FXGURE 4. Results of N~ve de M6vergnies (203) for the decay constant of rz~U im-

planted in various transition metals, vs atomic concentration of the host. Part (A) in-
eludes the low-valence hosts, and part (B) those hosts with valence 5 or 6. For Ag and
Au the data points without error bars are plotted at the nominal atomic concentrations,
while those with error bars are plotted at an equivalent concentration deduced from
free-electron densities as derived from Hall-effect measurements.

of 239Np, was found to be shifted by about 100 keV, while the L2 line was un-
shifted; the shifts were observed with chloride and oxide sources, but not with
sources in the hydroxide form (205). Further studies with the outer-shell con-
version lines of the 239Pu 7.85-keV line were also reported (206-207). Changes 
the relative intensity of the N1 llne, relative to N~ and N3, between oxide and
hydroxide sources, were observed (207). The work on line shifts and shapes was
continued with photoelectron spectroscopy (206, 208).

luCs.--Studies of the internal conversion spectrum of the ll.23-keV transi-
tion, with sources of lnmCs (3 hr), have been undertaken by Martin & Schul6
(209). The transition is magnetic dipole, with a very small E2 admixture. Spec-
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PERTURBATION OF NUCLEAR DECAY RATES 189 

trometer resolutions of about 0.1% were used. Sources in the chemical forms 
CsI, CsBr, and CsZSO4 were studied. Differences in the relative amounts of dis- 
crete energy loss were found. No evidence for P-shell conversion was found with 
any of the sources. 

@Cu.-Kemeny (210) has reported studies of half-life changes of this nucleus, 
between sources in the metallic form and sources in sulphate and ammonium 
sulphate solutions. s4Cu has a half-life of 12.8 hr, and decays by negatron emission 
(40%), positron emission (19%), and electron capture (41%). All decays are 
allowed (211). A NaI spectrometer observed the annihilation quanta and gamma- 
rays. The results reported were: 

X(CuS04 soln.) - X(Cu) = (1.70 k 0.64)10-2X(Cu) 

X[Cu(NH3)4S04 soln.] - X(Cu) = - (0.87 i- 0.30)10-2X(Cu) 

The magnitude of the effects is somewhat ~urprising.~ 

lalZ.-Comparisons of the decay of lalI in the chemical form NaI, between 
sources in solution and the solid salt, were carried out by Bergamini et a1 (212). 
Effects of a few percent were reported. Similar investigations were performed 
by Kemeny (213), who found a fractional rate difference of 4.3+2.1y0. In both 
cases the half-life was apparently longer for the source in solution. The situation 
has now been studied in detail by Zoller et a1 (214). The half-life of 1311 is 8.0 
days. In 1.5% of decays (215) the 12-day daughter activity 131mXe is formed. 
With a thin-window counter, sensitive to the radiations of la1"Xe, the apparent 
1311 half-life was about 2% longer than when an absorber was present. Sources 
in a variety of physical and chemical forms were studied. When the contribution 
of 131mXe was accounted for, no differences in half-life greater than 0.3% were 
observed. It was concluded by Zoller et a1 that the previous results (212, 213) 
do not establish the presence of chemical effects on the half-life of lalI. See also 
(274). 

4. MACROSCOPIC WAYS OF CHANGING THE RATES OF ELECTRON 
CAPTURE AND INTERNAL CONVERSION 

4.1 CHEMICAL STATE 
If atoms entered purely ionic bonds, with valence electrons completely trans- 

ferred from one partner to another, the changes in electron density near the 
nucleus important for the rates of capture and conversion would be relatively 
large and easily estimated. That the situation is considerably more complicated 
than this was recognized already in the initial suggestion of the 'Be experiment 
(6). Even if in Be metal the valence electrons are in p as well as s bands, the 
difference in electron density at the nucleus in going to double-ionized Be should 

A careful comparison of the half-life of WU, between the chemical forms copper 
and copper oxide, has recently been made by Johnson & Harbottle (211a), with the result 
Ak/k=(O3~3)10-~. See also (274). 
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be of the order of one percent. Yet the half-life difference found between Be 
metal and BeFz was only 0.08%. 

That the near-nuclear valence electron density decreases when a metal atom 
forms an ionic bond is shown directly by the l19Sn experiment (Sec. 3.6); that 
the SnOz 5s conversion was only 30% less than that for Sn metal exemplifies 
the kind of renormalization of the formal valence state which must be taken 
into account. The apparent absence of Cs 6s conversion in Cs halides and sul- 
phate (Sec. 2.11) may indicate that the effects are simpler in simpler atoms. 

In addition to effects directly related to bond ionicity, or electronegativity 
of bonding partners, one must expect effects of bond length, as first discussed 
by Slater (17), in connection with the result that the 2.2-keV transition in sgTc 
decays faster in KTcO, than in Tc metal. The significance of bond lengths for the 
extensive 'Be results has been discussed by Johlige et a1 (113). 

There are many low-energy isomeric transitions whose rates are not domi- 
nated by s-state conversion. Low-energy E2 and E3 transitions, for example, 
convert almost entirely in p-states. M 2  and M3 transitions often have compar- 
able amounts of conversion in s- and p-states. With higher multipole order, d- 
state conversion can become an appreciable part of the total. One has the oppor- 
tunity, then, of studying transitions for which the electrons taking part in the 
chemical bonding are not important for the conversion, as well as cases where 
the bonding electrons are important for the conversion. While the bonding elec- 
trons will respond directly to the chemical perturbation (near-nucleus densities 
decreasing with ionic bond charge transfer away from the atom, or with increas- 
ing ionic radius), outer-shell electrons not participating in the bonding may often 
react the other way, due to changes in their screening from the nucleus by the 
bonding electrons. This sort of effect (24) provides an alternative explanation 
for the O9Tc results (Sec. 3.9 ,  since the Tc valence electrons are s and d, while 
the E3 transition converts mostly inp-states. 

Chemical effects on the total electron density at the nucleus have been 
studied in detail by use of the isomeric chemical shift in the Mossbauer effect 
(20). The magnitude of this shift-isomer shift for short-is proportional to 
both the change in electron density at the nucleus between source and absorber, 
and to the change in mean-square radius of the nucleus between the ground and 
isomeric state. For chemical effects on conversion and capture rates there is no 
complicating radius-change factor. For those decay modes whose rates are 
directly proportional to electron density at the nucleus (most electron captures 
and A41 internal conversion, for example) there should be a direct correlation 
with the isomer shift. Results of the two kinds of experiment may be combined 
to give the nuclear radius-change parameter (19, 123, 126, 167, 216), the more 
difficult rate-change experiments thus serving as a calibration for the often ex- 
tensive isomer shift data. 

So far, however, no successful experiment has been completed6 which gives 
directly a total capture or conversion rate change which can be used to calibrate 
a set of measured isomer shifts. The method of chemical perturbation of valence- 

6 The new work mentioned in footnote 3 is the first such case. 
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PERTURBATION OF NUCLEAR DECAY RATES 191

shell conversion probably will give results which are accurate enough for most
purposes. Its application to isomer-shift calibration, however, requires an
assumption about the response of the inner shells to a chemically-induced
change in valence-electron near-nuclear density. If Ap(0) and Ap~(0) are 
changes in total and valence density at the nucleus, they may be related thus:

ZXp(0) -- ~po(0)(~ 22.

M= ~ 22.
,<~ d~(0)

We may call M the monopole shielding factor. Estimates of M by the CYawford.
Schawlow method (217) and by inspection of nonrelativistic Hartree-Fock
results lead to values sach as M= -0.15 (19). Inspection of relativistic Hartree-
Fock results, however, leads in some cases to much smaller corrections (167, 218,
219). It would seem interesting to explore, both theoretically and experimentally,
how important monopole shielding is. The concept of monopole shielding,
defined here for s-electrons, is easily extended to other orbital quantum numbers
and to combinations, and is analagous to the magnetic dipole shielding of Lamb
(220) and the quadrupole shielding of Sternheimer (221-223).

The possibility of studying total radioactive rate changes for a variety of
internal conversion and electron capture transitions, changes in internal con-
version spectra, and M/~ssbauer-effect isomer shifts, all for the same element
in different chemical forms, and correlating the results with inner-shell binding-
energy changes (21, 115), may lead to a major increase in fundamental under-
standing of real chemical bonds. The results so far, at least concerning the pre-
diction and explanation of decay rate perturbations, have been at best semi-
quantitative.

4.2 Pn~ssvnE
With increasing pressure, valence-electron densities in the region of the

nucleus generally increase, thus increasing most capture and conversion decay
rates. Experiments of this type have been done with ~Tc (150, 151) and a°Nb
(146), and estimates of the expected size of the effect have been made by Porter 
McMillan (152). In addition to the direct squeezing of the wavefunctions, a pres-
sure increase can result in transfer of electrons from one band to another (for
example, from an s band to a d band); such effects are important in the analysis
of pressure-induced isomer shifts (224-226).

4.3 SUPERCONDUCTIVITY
Gentle as the superconducting transition is, its effects on total internal con-

version rates have apparently been observed in the cases of ~gTc (149) and ~°Nb
(145). In both cases the samples were held at 4.2°K, and comparisons were made
with and without an applied magnetic field large enough to destroy supercon-
ductivity. The effects were relatively large, 0.5 X 10-3 and 2.0X 10-~, respectively,
and of opposite sign. The application of the magnetic field decreased the rate in
Tc and increased it in Nb. In both cases s and d valence electrons are available
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for conversion. The difference in sign of the effect is probably related to the domi-
nance of p-electron conversion in the E3 Tc transition, in contrast to the more
or less equal contribution of sx/~ and pz/~ bound states in theM2 Nb transition.
It is possible, but less likely, that the change in occupancy of the 4d orbital, from
less than half-filled in Nb metal to more than half-filled in Tc metal, is relevant.
No convincing explanation of the magnitudes of the effects has been presented.
An experiment by Snyder (227) on the temperature dependence of the 119Sn
M6ssbauer-effect isomer shift did not show a discontinuity across the super-
conducting phase transition, but the upper limit is not inconsistent with the
rate-change effects (24).

4.4 ]~NTERNAL ELECTRIC AND ~LkCNETIC FIELDS

An influence of the ferroelectric phase transition of barium titanate on the
decay rate by electron capture and internal conversion of active atoms substituted
in the crystal, has been observed for ssSr (135), sgZr (134), and ~Tc (154). 
three cases the decay was slower in the ferroelectric phase. The effect was very
small for ~Sr, about 0.8×10-3 for 3~Zr, and about 2.6×10-3 for 3~Tc, where only
outer dectrons contribute to the decay. In all cases it was thought that the active
atoms occupied titanium sites.

In passing from the cubic paraelectric phase to the tetragonal ferroelectric
phase the lattice constants of BaTiO~ change (228), and the heavy ions
undergo additional shifts, of the order of 0.1 A, relative to the oxygen ions (229).
These changes in bond lengths are probably sufficient to account for the observed
rate changes. The influence of the internal electric fields is more difficult to
estimate. Estimates of the strength of these fields run up to a few times 109 V/cm
in the spaces between the atoms (230). Electrons are very efficient at screening
electric fields from the inner atom region (231), so the effect will be mostly 
the valence electrons. Stark-effect mixing of the bound levels results, in first
order, only in a redistribution of the capture or conversion, leaving the total rate
unchanged. A possible effect of continuum-state mixing on the conversion rate
does not seem to have been considered yet.

An experiment on the effect of the dielectric field in a condenser on the
decay rate of ~9’~Tc has also been performed (153). With macroscopic fields 
the order of 2X104 V/cm, the effects were of the order of 10-4.

Internal conversion spectra of sources in strong macroscopic electric fields
show line shifts, and line-shape changes (204-207), and sometimes apparent re-
distributions of intensity within multiplets (207); the effects are dependent 
the chemical form of the source. The line-shift results, together with similar
results from photoelectron spectroscopy (208), are at least partly understood (21).

Strong magnetic fields should induce splittings of internal conversion lines.
Such splittings are seen in photoelectron spectroscopy (129). Since magnetic
field effects are mostly diagonal, it is unlikely that observable changes in total
capture or conversion rates can be produced by available magnetic fields. Core
polarization effects in iron have been studied by Song et al (130), who used reso-
nance excitation with polarized gamma-rays.

www.annualreviews.org/aronline
Annual Reviews

A
nn

u.
 R

ev
. N

uc
l. 

Sc
i. 

19
72

.2
2:

16
5-

20
2.

 D
ow

nl
oa

de
d 

fr
om

 a
rj

ou
rn

al
s.

an
nu

al
re

vi
ew

s.
or

g
by

 B
ri

gh
am

 Y
ou

ng
 U

ni
ve

rs
ity

 -
 U

ta
h 

on
 0

8/
04

/0
8.

 F
or

 p
er

so
na

l u
se

 o
nl

y.

http://www.annualreviews.org/aronline


PERTURBATJON OF NUCLEAR DECAY RATES 193 

4.5 TEMPERATURE 
Except in the vicinity of phase transitions, such as have just been discussed, 

the effects of temperature changes on capture and conversion rates should be of 
modest size, and may be characterized in much the same way as temperature- 
dependent Mossbauer isomer shifts (168,227). The volume effect, due to thermal 
expansion, will be similar to that found in pressure studies. There may be specific 
effects of changing rms vibrational amplitude, from squcezing of wavefunctions 
and, in polar environments, from high-frequency electric fields. The purely 
kinematic effect of second-order Doppler shift (232,233) will play a much smaller 
role here than for the isomer shift. 

Byers & Stump (149) have compared the 99”’Tc decay rate at  room temperature 
with that for “normal” Tc metal at  4.2’K, and found an  effect of about one part 
in lo4, with the decay faster at  the low temperature. 

4.6 PLASMAS 
Ionization of the atom would be a direct way of altering the rates of electron 

capture and internal conversion decays. Matter in stellar interiors is ionized, in 
general, with charge compensation by an electron gas. As noted in Sec. 2.1, the ef- 
fects of the ionization and of the capture of free electrons (53,54) have been con- 
sidered. Alterations of the decay rate of ’Be and the resulting changes in the 
expected solar neutrino flux have been studied by Bahcall(234) and by Iben et a1 
(235). The rate of aHe electron capture, under stellar conditions, has been dis- 
cussed by Schatzman (236). Internal conversion plays a much smaller role in 
stellar development. 

Internal conversion in ionized atomic systems can be important in certain 
realizable laboratory conditions, however. Valadres, Walen & Briancon (237) 
reported differences in conversion line shapes between lines due to the 29.9- 
and 31.6-keV transitions in z23Ra following alpha decay of 2z7Th. Detailed studies 
of the differences have been made by Gelletly, Geiger & Merritt (238). Most of 
the feeding of the 61.5-keV level, from which the 31.6-keV transition proceeds, 
is by direct alpha decay. Even those Ra atoms which recoil out of the source 
into vacuum have a mean charge state of only +l. About two-thirds of the 29.9- 
keV transitions, or the other hand, are preceded by an internally converted 
transition, which leads to a mean charge state of about +12 for those which 
have recoiled into vacuum. The resulting binding-energy shift for the L and M 
shells was found (238) to be about 200 eV, with a rather broad distribution 
showing the contribution of several charge states. One would expect a corre- 
sponding decrease in outer-shell conversion and a small (of the order of a part 
per thousand) increase in the transition half-life! Such effects may possibly play 

6 Walen, Valadres & Briancon (238a) have recently reported a measurement of the 
change in half-life of the 59.5 keV state of 237Np between highly-charged (average of 
-14 units) and weakly-charged ( < 5  units) recoil ions from z41Am alpha decay; the 
result was AX/X=(3 k2) lo+. 
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some role in work on internal conversion from heavy ions recoiling from nuclear
reactions.

That atomic systems, even in a solid environment, do not always recover
from preceding transitions in time to present normal surroundings for a subse-
quent decay, is shown by the existence of monoenergetie positron emission.
This effect, predicted by Sliv (239), and for which further calculations have been
made (240), has been observed in a few cases (241,242). Incomplete recovery 
preceding transitions also has effects on angular correlations (243).

5. SPECULATIONS AND POSSIBILITIES

5.1 ALPHA DECAY~ BETA DECAY~ AND FISSION

Alpha decay and fission.--Alpha-decay rates are greatly sensitive to the
difficulties of penetration through the Coulomb barrier surrounding the nucleus.
This barrier is slightly different for nuclei surrounded by their electron cloud
than it would be for bare nuclei. Chemical or other environmental effects on
the electron cloud can slightly perturb the barrier and thus affect the decay rate.
The problem was formulated by Alder, Baur & Raft (244) in terms of changes 
the electron screening potential, AVz. In the approximation of a constant AVs

through the barrier they derived the relation

AX/~, = 3.97 X lO-e(1 - 4/A)2(Z- 2)[E(MeV)]-*I~[VS(eV)] 23.

which involves the further approximation, shown by them to be good, that only
the leading, or Gamow, term is kept in the penetration-factor exponent.

In estimating practicable values of AVs it must be kept in mind that it is not
changes in the constant potential in the barrier region, due to the electrons out-
side, which affects the penetration, but changes in that part of the potential due
to electron charge density inside the nucleus and within the battier region. An
upper limit for the effect can thus be obtained by using for AIrs that difference in
potential due to electrons between the inner and outer classical turning points
which can be changed in a chemical reaction. For illustrative purposes we con-
sider the alpha decay of ~26Ra. The difference between the classical turning points
of the total potential due to electrons can be taken from the rdafivistic Hartree-
Fock-Slater tabulation of Carlson et al (245), and is 124 eV. The fraction of this
potential difference due to valence (7s) electrons may be derived from the tables
of Herman & Skillman (111), supplemented for the inner shells by Behrens 
Jiinecke (31), and is 3.9X10-~, The expected upper limit on the chemical shift in
effective screening potential is then only 4.8 × 10-3 eV, leading, for this case, to
an expected fractional rate change of AX/?, = 1.5 × 10-7:

Similar estimates can be made for spontaneous fission, and also lead to
estimated perturbations which are very small.

7 A more precise evaluation of the effect has now been reported by Rubinson & Perl-
man (245a); for the case of mSm their estimate of the order of magnitude of chemical
effects is &~/h ~ 7 × 10-8.
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Beta decay.--Screening also affects the rate of beta decay, whether electron
or positron decays are considered. Small corrections for screening are important
in the evaluation, from intra-multiplet decays in light nuclei, of the Fermi
coupling constant (246, 247). Predictions of the total screening effect, due to all
the atomic electrons, are given in graphical form by Behrens & J~necke (31);
this total effect rises to the order of 4% for electron emission from heavy nuclei,
and is even higher for positron emission at high Z when the maximum kinetic
energy is low. The fraction of this screening effect that can be changed in a chemi-
cal reaction has been estimated by Alder, Baur & Raft (248), who conclude
that in typical cases the effects nfight be a few parts in 104, with slightly larger
effects possible for low-energy negatron decays at low Z and low-energy positron
decays at high Z. The expected effects are then considerably smaller than those
reported for ~Cu and 18~I (See. 3.11).

Atomic and chemical effects on the tritium beta spectrum have been discussed
by Bergkvist (249). Among the most interesting points are a smearing out of the
end-point energy, due to the variety of atomic final states, and a re-evaluation
of the screening potential, involving an increase of about 50%. The exclusion-
principle inhibition of beta decay in stellar interiors, due to the number of conti-
nuum electron states already occupied, was discussed by Baheall (54).

The beta decay of lSTRe is an especially interesting candidate for study because
of its low end-point energy. The most recent values are 2.62_+0.09 keV (250)
and 2.65_+0.04 keV (251). That this decay occurs at all is an example of the
’effects of the atomic environment on nuclear decay: the bare nucleus lSTRe is
stable against beta decay and it is the difference of 15 keV in the total electronic
binding energy of osmium and rhenium (245) which makes the decay possible.
Direct half-life change experiments would be, of course, very difficult since the
half-life is so long--of the order of 5 × 101° years (252)--and the specific activity
therefore so small.

5.~ CAMMA-RAY EMISSION ~D HIGHER-ORDER PROCESSES

Gamma-ray emission rates must, in principle, be affected by the presence of
the atomic electron cloud. Changes in the electron cloud can then affect the decay
rates. The total effect of the atomic electrons on gamma-emission rates has been
considered by Krutov & Fomenko (253, 254). Typical results for the 44-keV
E2 2asPu and 18.5-keV E3 124Sb transition were 0.040% and 0.017%, respectively.
For the low-energy E3 transition in 28~U, (See. 3.10), however the photon-
decay rate was increased by a factor of more than two (for an assumed transition
energy of 75 eV--the effect is even larger if the energy is lower).

The contribution of higher-order terms to internal conversion rates was
studied.by Hager & Seltzer (79) for L~ conversion of E2 transitions. Krutov 
Knyazkov (255) have presented estimates of higher-order effects for a number 
cases. Effects of interaction with the electron cloud on the analysis of experi-
ments on the relative phase of multipole components in a mixed transition
have been considered by Hannon& Trammell (256) [see also the review of Henley
(257)].
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Penetration effects in conversion (56, 58, 258-260) enter as amplitudes which
are directly proportional to the bound-state radial amplitudes in the nucleus.
They are appreciable only for retarded transitions where second-order effects may
be especially important.

All these effects are small enough that measurable external perturbation will
require reasonably exotic circumstances.

~.30THEH POSSIBILITIES

Coupling-constant changes.--Chan~ng the coupling constant responsible for
a decay process is a direct way of changing the decay rate. If the weak-interaction
coupling constant g of Equation 1 changed, for example, the Ms factor (Equation
20) would change, perturbing all beta-decay and electron-capture rates. Simi-
larly, changes in e, the electromagnetic coupling constant, would change gamma-
ray and internal conversion rates. Even more dramatic effects could come from
the kinematic effects of changes in e. Changes in time of fundamental constants,
such as e and g, have been discussed from time to time, for example, by Dirac
(261,262), and by Gamow (263). Among the best evidence that such changes
have been very small is that coming from the discussion of kinematic shifts in
alpha decay rates by Wilkinson (264), and from Dyson’s discussion (265) of 
effect of such a change in e on the Q-value of IS7Re beta decay (see above). 
the other hand, a recent re-examination by Spector (266) of data on pleochroic
halos led to the conclusion that those data do not provide convincing proof
that the laws of radioactive decay are constant in time.

Other reported effects.--Speculations on whether nuclear processes can be
stimulated by the electronic structure of macromolecules have been presented
by Konarski, Wszolek & Kukiel (267), in connection with their reported obser-
vation of the emission of electrons, protons, and deuterons by biological ma-
terials (268-270). Alterations of the radioactive decay process by chemical and
electrostatic means, as shown by apparent deviations from Poisson statistics,
have been reported by Anderson & Spangler (271).
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