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A new relatlonshlp between Ion mass and effective cyclotron 
frequency Is derived for Ions stored In a cublc cell and de- 
tected by uslng Fourler transform mass spectrometry. An 
assessment of colllslonal damping on mass measurement 
error Is also made. I t  Is concluded that frequency perturba- 
tion by colllslonal damping, whlle predlcted by the model, Is 
negllglble at sufflclently low pressure. The mass callbration 
law is tested at a magnetlc fleld of 1.2 T by uslng major 
fragment Ions of 1,1,1,2-tetrachloroethane. WHh broad band 
“chirp” excltatlon of Ions, systematic rather than random 
errors were dlscovered. The magnitude of these systematic 
errors increased as the number of Ions Qtored In the cell was 
Increased. However, H Is predlcted from the calibration law 
that errors will decrease wHh the square of the magnetic field 
strength. 

The Fourier transform mass spectrometer (FTMS) (1) is 
recognized as a potentially useful analytical instrument be- 
cause it is capable of high mass range and ultrahigh mass 
resolution. The demonstration of high resolving power with 
the FTMS, however, has predated by several years the de- 
velopment of methodology for exact mass measurement and 
elemental composition assignment. 

Early attempts to produce a mass calibration scheme suf- 
ficiently accurate for elemental composition assignments were 
not successful. For example, Ledford and McIver (2) reported 
measurement accuracy ranging from 7 ppm to 151 ppm over 
the mass range m/z 47 to m/z 264 using an ICR mass spec- 
trometer with electrometer detection. The mass errors were 
systematic, caused by changes in space charge conditions in 
the analyzer cell as ions were sequentially observed. Comi- 
sarow (3) reported mass measurement accuracy ranging from 
0.3 ppm to 80 ppm over the mass range m/z 69 to m / i  1166. 
The relative measurement errors were found to increase 
systematically with mass. 

Mass measurement accuracy of the a few parts per million 
or less (often sufficient for elemental composition assignment) 
was achieved in more recent studies. Ledford ( 4 )  et al. in- 
vestigated mass measurement using a parabolic mass cali- 
bration law for cubic analyzer cells. Over a 4 m u  mass range, 
errors of 0.8 ppm were typical, while average errors of 2 ppm 
over an 18 amu mass range were obtained when a three-pa- 
rameter fit was used. Wanczek and Allemann (5) reported 
a novel side-band method for measuring the masses of trapped 
ions. Errors averaging 1.5 ppm were obtained over the mass 
range m J z  18 to m/z 170 amu. 

Although these latter methods (4 ,5)  of calibration represent 
improvements over earlier work (2 ,3 ) ,  they have not proved 
to be routinely useful for exact mass determination. One 
reason is that ion space charge in the analyzer cell affects 
observed frequencies, and this must be accounted for in ac- 
curate measurements. Ledford et al. (4) recognized this in 
their efforts to develop a mass calibration scheme. They 
demonstrated that frequency shifts associated with changes 
in space charge were qualitatively similar to those caused by 

changes in trap voltage. White et al. (6) have attempted to 
compensate far space charge induced frequency shifts. They 
found that correct elemental compositions could be assigned 
in the absence of reference ions provided the instrument was 
calibrated under space charge conditions nearly identical with 
those of the original exact mass measurements. 

Recently, Jeffries et al. (7) have advanced a theory of space 
charge induced frequency shifts in Penning cells of various 
geometries. This theory is based on the premise that a thermal 
ion ensemble assumes the form of an ellipsoid of uniform 
charge density. From the theory, one may conclude that small 
changes in space charge density mimic small changes in trap 
voltage, and this is in accord with empirical observations (4) .  
Francl et al. (8) have derived from this theory an approximate 
mass calibration procedure and have tested this procedure 
in a limited way. 

In this paper we show that the calibration procedure of 
Francl et al. (8) may be applicable only over narrow mass 
ranges because of the approximations made in the derivation. 
An alternative mass calibration procedure has been derived, 
without using approximations, and tested under realistic 
circumstances where space charge effects become detectable, 
i.e., in the range of 10 000 to 100 000 iofis in the analyzer cell. 

THEORY 
Approximate Mass Calibration. Jeffries et al. have 

derived the following expression for the frequencies of the 
natural modes of single ion motion in a cubic Penning cell (ref 
7, eq 31): 

w* = (UC/2){1 f [1 -4 (2qV~G~/m + pq2Gi/~om)/w,21’/2) 
(1) 

For this discussion, the salient parameters are w+, the angular 
frequency of the cyclotron mode, E ,  the magnetic field 
strength, VT, the trap voltage, p, the charge density, m, the 
mass of the ion, and w, the cyclotron frequency, which is given 
by 

w, = qB/m (2) 

An approximate mass calibration procedure has been derived 
by linearizing eq 1 about the point m = 0, VT = 0, and p = 
0 to yield (ref 8, eq 7) 

weff = 0, - 2aVT/a2B - qpGi/@ (3) 
There follows (ref 8, eq 8) 

wreff - wfreff = qB(l /m‘-  l / m ” )  (4) 

for any two masses in a given spectrum. If B is known, the 
charge to mass ratio qlm’of an unknown can be determined 
relative to a reference ion of qlm” by measuring the frequency 
difference wreff - defP Francl et al. (8) reported a mass 
measurement accuracy of 0.8 ppm for an ion of nominal mass 
mlz 156 relative to a calibrant ion at  m/z 157.9549. While 
this result is encouraging, the error associated with the line- 
arization and the consequences for the the general use of the 
approximate mass calibration procedure were not discussed 
except to note that the approximation errors were about 0.3 
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difficulties that will be encountered in the general application 
of eq 8 over larger mass ranges. However, this does not 
preclude the application of eq 4 over narrow mass ranges 
where shifts in frequency due to trapping fields or space charge 
are nearly independent of mass as in eq 8. 

Alternate Calibration Procedure. All previous mass 
calibration procedures for ICR and FTMS have used mass- 
frequency relationships which are not appropriate for the cubic 
analyzer cell, have ignored pressure damping effects, or have 
employed Taylor series expansions without careful consid- 
eration of the errors introduced. In this section we will derive 
an algebraically exact mass calibration procedure directly from 
the characteristic equation of the system model. In addition, 
a consideration of errors due to pressure damping will be 
included. 

To  begin, consider the phenomenological equation ( I  I )  

m/m, 
Figure 1. Variation of theoretical relative error (e) with the ratio mlm, 
where m is the ion mass and m ,  is the critical ion mass. 

ppm for the conditions of their experiment and that the ap- 
proximation errors would become smaller at higher magnetic 
field strength. 

Error Analysis. To facilitate the discussion of the error 
made in eq 3 by the linearization of eq 1, we shall make some 
definitions. Put  

V T ~  = P(qG1/2eOG~)  (5 1 

veff= VT f VT' (6) 

m,/q = B2l8V&T (7 1 

(8) 

GT = a / a 2  (9) 

(10) 

(11) 

For exact mass measurements, where errors are expected to 
be in the low parts-per-million range, it is not desirable to 
make approximations which introduce errors of more than 0.1 
ppm. A plot of relative error c vs. mlm, (Figure 1) shows that 
to avoid errors greater than 0.1 ppm through use of eq 3, the 
ratio m/m, must be restricted to a value 50.0013. We will 
now examine the implications of this. 

Critical Mass. Definition 7 is significant because, for m/q 
2 mcjq, the discriminant in eq 8 vanishes or changes sign. 
Physically, ion motion becomes unstable. The magnetic fotce 
can no longer overcome the electric force, and radial con- 
finement of the ions is no longer possible (9, IO). Thus, a 
fundamental upper bound on the mass range of an FTMS or 
ICR experiment is m,/q. For conditions similar to those used 
in this study, B = 1.2 T, Veff = 1 V, a = 0.0254 m, a = 1.3869 
(ref 7, Table I, cubic cell) the critical mass for a singly charged 
ion is given by 

m, = qB2a2/8Veff(u = 8079 amu 

For calibration errors less than 0.1 ppm, eq 3 would not be 
useful under the above conditions for masses greater than 11 
amu. The large errors indicated in Figure 1 portend the 

A 

A 

A 

Then eq 1 becomes 

w* = (wc/2)(1 f [ I  - m/mc]1/2) 

Using (ref 7, Table I) 

together with the above definitions, eq 3 becomes 

a e f f  = (wc/2)(2 - (1/2)(m/mc)l 

The relative error of the linearization is evaluated as 

e = (aeff - o + ) / w +  0 I m/mc I 1 

dv/dt = (q/m)(E + v X B) - fv (12) 

together with a Cartesian coordinate system with origin fixed 
to the center of a cubic analyzer cell (z  axis perpendicular to 
trap plates), a uniform magnetic field of strength B (tesla) 
parallel to the z axis, and an electric potential of the form (ref 
7, eq 3 and 26) at z = 0 

VtX,Y,Z) = 
1/2(vT) - VTG@ + .Y2) - (~PG~/~GJ(x '  + Y2)  (13) 

In eq 12, f is the (nonnegative) reduced collision frequency 
(11) of an ion of mass to charge ratio mjq with background 
neutrals, and v is the ion velocity. Computing E from eq 13 
and using the definitions 5 and 6, we obtain the system 

X + f X  - (q /m)2G~V~ffX - w/j' = 0 (14) 

+ f9 - (q/m)2G~V,ffy + wcX = 0 (15) 

for the equations of motion in the x-y plane. The charac- 
teristic equation of the system is 

(A2 + ( f  + wc)A - 2GTVeff(q/m)j 
(A2 + ( f  - wc)A - 2G~Veff(q/m)) = 0 (16) 

in which X are the eigenfrequencies of ion motion. A mass 
calibration law can be computed directly from eq 16 by setting 
its right-hand factor equal to zero and solving directly for mlq. 
This is accomplished by first putting 

= -tobsd + iWobsd (17) 
in which fobad and mobsd are the observed damping constant 
and ion resonance frequency, respectively, and i = -l1lz. The 
root of interest is 
A =  

(oc/2)([-y(m/mc) + i1 - [(r(m/m,) - iI2 + m/mc11/21 
(18) 

?' = fB/8GTVeff (19) 

where 

as derived from the right-hand factor of eq 16 using eq 5-7. 
Substituting eq 17 into eq 18 and taking the real part 

E'obsd - a20b8d - fobsdf = (q/m)(-Bwobsd + 2G~Veff) (20) 
is obtained, from which 

m/q  = iB/uobsd - 2GTveff/w20bsd)/(l - €1 (21) 

where 

= (fobsd/Wobsd) (fobsd - f )  /wobsd (22) 

For the zero pressure case, [ = 0, we obtain a calibration law 

m/q = B/wobsd - 2GTVeff/w20bsd (23) 
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m/m, 
Figure 2. The relative change in observed frequency expected if the 
pressure is changed from 0 to lo-' torr ( E  = 0 to [ = 30) plotted as 
a function of ion mass (m) normalized to the critical mass (m,). 

However, the pressure is not zero for most practical situations, 
so care must be exercised in the application of a zero pressure 
calibration law. I t  is usual to  assume the effect of pressure 
on the observed resonant frequency, Wobsd, is negligible (7) 
which, if true, would make the zero pressure calibration un- 
conditionally applicable. Examination of eq 16 indicates that 
w o w  depends formally on .$, and as illustrated in Figure 2, the 
relative change in frequency between the 5 = 0 case and the 
.$ = 30 case is greater than 1 X for masses greater than 
0.4mC. Note the error becomes very large as mlm, approaches 
1. Because there is significant dependence (relative to 0.1 
ppm) of the resonant frequency on the reduced collision 
frequency .$, particularly a t  high mass (see eq 16), it is nec- 
essary to estimate the mass range for which eq 23 is applicable 
by considering the size of E. 

Before proceeding with a discussion about the size of E, it 
is worth noting that the right-hand side of eq 22 is mixed in 
the sense that Wobsd and tobed are experimentally measured 
parameters while .$ is not. In practice it would be useful to 
compute E from parameters which can be measured (such as 
Wobsd or tobd)  or inferred from a spectrum; e.g., E and 2 G ~ V ~ f f  
can be determined by fitting eq 23 to  two low-mass peaks 
where is known to be very small. T o  obtain an expression 
for E suitable for computation, we need the relationship be- 
tween .$ and tobad. Setting the right hand factor of eq 16 to 
zero, substituting eq 17, solving for qlm, and taking the im- 
aginary part gives 

0 = 1AI2(t - tobsd) + (2GTVeffwobsd/B)(2.$obsd - t )  (24) 

in which 1x1 is the magnitude of X. There follows 

E = ( . $ o b s d / ~ o b s d ) 2 ~ / ( 1  - a )  (25) 

a = 2GTVeffWobsd/BIX12 (26) 

The quantity E may be viewed, to a first approximation, as 
the relative error of the zero pressure calibration law, Le. 

where 

(m - m(zero press ))/m(zero press.) E 

A plot of E a t  various values of reduced collision frequency 
a t  a magnetic field of 1.2 T (see Figure 3) reveals that a t  

a pressure of lo4 torr (t = 30), errors exceeding 0.1 ppm may 
be expected from the zero pressure mass calibration law for 
masses greater than 0.37mC, (recall m, = 8079 amu for B = 
1.2 T and VeR = 1 V). At low mass, the pressure damping error 

I 2  3 4 5 6 7 S 9 I O  

m/m, 
Figure 3. Theoretical relative mass error ( e )  as a function of m/m,  
where m is the ion mass and m, is the critical ion mass. At a cell 
pressure of lo-' torr, 5 30. 

varies roughly as the square of 5. At high mass, on the other 
hand, pressure damping errors increase rapidly. Nevertheless, 
under the conditions of the experiment reported in this paper, 
theoretical error associated with the use of the zero pressure 
mass calibration law is calculated to be less than 0.01 ppm. 

EXPERIMENTAL SECTION 
The mass calibration law, eq 23, can be written in the form 

in which the constant a replaces qB/2i~ and the constant b replaces 
-2qGTVeff/(4a2). The values of a and b were determined em- 
pirically by measuring the frequencies of six reference masses and 
fitting mass frequency data to the form of eq 27 by means of a 
least-squares procedure (12). By use of the empirical values of 
a and b and the observed ion frequencies, the theoretical masses 
of the six ions were computed from eq 27 and compared to the 
known values. 

The six ions employed (m/ z  117,119,121 and 131,133,135) 
were the major fragments of 1,1,1,2-tetrachloroethane. The ob- 
served frequency, wow, of each ion was determined by computing 
a least-squares parabola through the top five points of each 
spectral peak and taking the position of the parabola centroid. 
This process was repeated over a sequence of four mass spectra 
under a constant set of experimental conditions in order to es- 
timate the precision of frequency (mass) measurements. 

Instrumentation. A Varian iron magnet with 0.305 m diam- 
eter pole pieces and 0.076 m gap was operated at 1.2 T with current 
regulation by a Varian Model V-7800 magnet power supply. 

Typical FTMS operating conditions were as follows: pressure 
3.8 X torr; electron beam duration 15 ms; electron beam 
current 50 nA to 400 nA; delay between beam pulse and rf ex- 
citation 1.0 s; mass resolution 30000 (fwhh); trap voltage 0.34 V. 
The electron beam was pulsed by toggling the filament bias. No 
control grid was used, as this would cause electron storage in the 
ion trap (14) .  

The cubic analyzer cell, first introduced by Comisarow (15) ,  
was interfaced to a Nicolet Instrument Copr. FTMS 1000 control 
console. However, home-built interface electronics provided the 
various potentials to the analyzer cell. In particular, the collector 
plate was operated at +50 V in order to suppress secondary 
electron emission from the collector plate surface (14,16). Details 
of the interface electronics will be discussed in a separate pub- 
lication. 

Number of Ions. The number of ions in the cell was estimated 
in the following way. The sample was introduced to an indicated 
pressure of 1 X torr with the electron beam operating con- 
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tinuously and the trap voltage set to +10 V. The charge due to 
ions diffusing to the transmitter and receiver plates was integrated 
by using a Keithly 616 digital electrometer for 60 s to give an 
average ion current. The ratio, u, or average ion current to 
indicated collector current was computed using results where the 
relation is nearly linear, generally for collector currents less than 
100 nA. The number of ions was then computed by evaluating 
the expression 

u(Pexptl/Pmeasd) (lcollTbeam/e) 

where Pelptl is the indicated partial pressure, P m e a d  is 1 X 
torr, Icoll is the collected electron current, Tbeam is 15 ms, and e 
is 1.602 X C. 

Excitation Methods. Two methods of rf excitation were 
employed. First, a frequency swept sinusoidal excitation (“chirp”, 
50 kHz to 2 MHz, sweep rate 2.059 kHz/ps was used. Second, 
an impulse excitation consisting of a nearly critically damped sine 
wave was applied (13). Both excitation wave forms were applied 
differentially to the transmitter plates of a standard 0.0254 m cubic 
analyzer cell. Ion image signals were monitored differentially with 
the receiver plates as has been described previously (4).  

Signal and Data Processing. The experiment was operated 
in the mixer mode over the bandwidth 165 kHz to 135 kHz. 
Between 25 and 10 time domain transients were coadded prior 
to Fourier analysis. A 32K data buffer was used to store the signal 
averaged transients. Observation time was approximately three 
times (17) the time constant for exponential decay of ion image 
signals (18, 19), and no zero filling was employed (20). 

Single precision floating point computations (30 bit mantissa) 
were used throughout the study. To ensure that this precision 
was adequate and to test for ill-conditioned numerical compu- 
tations (12), synthetic spectra with fictitious spectral peaks of 
precalculated mass were submitted to the mass calibration 
software (NIC compiler BASIC). Noise traces digitized by the 
ADC were added to synthetic spectra in order to determine the 
sensitivity of numerical procedures to random error in the raw 
data. In all cases, mass measurement accuracy on synthetic 
spectra was in the range of 2 ppb, which indicated that the 
numerical procedures, and single precision computations in 
particular, were sound. 

Each spectrum required 30 s to 120 s of time domain sigual 
averaging, so that a set of four successive spectra were acquired 
in 2-8 min. Over this time period, it was possible for the magnetic 
field to drift. To help compensate for field drift, it was assumed 
that the frequency of a given peak would change from one 
spectrum to the next by the same amount, i.e., that frequency 
drift was linear with time. For each peak, a least-squares line 
through a plot of center frequency vs. spectrum number was 
computed. The slope of this plot indicated the amount of fre- 
quency drift which occurred over a set of four trials. Frequency 
drifts on the order of 0.1 Hz/spectrum to 0.02 Hz/spectrum were 
observed, from which it was concluded that the magnetic field 
was sufficiently stable to permit comparison of theory and ex- 
periment to 1 ppm 01; less. Frequency values submitted to the 
mass calibration software were corrected for the small drifts which 
were detected. 

Protocol. Mass measurement precision and accuracy of some 
400 spectra were studied under a variety of experimental con- 
ditions. Following exploratory work, systematic studies of mass 
measurement accuracy and precision as functions of excitation 
method and the number of ions produced in the analyzer cell were 
undertaken. Error plots were constructed showing the deviation 
of calculated masses from the known values, as well as the pre- 
cision (error bars) of the mass determinations (Figure 4). 

RESULTS AND DISCUSSION 
At least five relations between the mass-to-charge ratio of 

ions and the frequencies of their cyclotron modes in ICR and 
FTMS analyzer cells have been proposed (Table I). The form 
of each relation depends upon the analyzer cell geometry and 
upon approximations used in its derivation. Four of these 
relations apply to analyzer cells with cubic geometry. Two 
of them, Ledford et  al. (4 )  and Francl e t  al. (8) are approxi- 
mate. The third relation, which we believe to be exact (in spite 
of approximations used in the derivation) involves the mea- 

15,000 ions 30,000 ions 60,000 ions 

20 

117 135 117 135 117 135 
nominal mass (amu) 

20.000 ions 

- 
117 135 

Figure 4. Variation of experimental mass measurement errors with 
the number of ions formed initially in the cubic cell. Excitation is by 
chirp. 

Table I. Proposed Mass Frequency Relations 

f = a /m 
f = a /mz + b/m 
f = a /mz + b/m + c 
fsideband = a /m 
f = a / m + c  
m = a / f  + b / f  

Beauchamp-Armstrong (1969) (22) 
Ledford et al. (1980) ( 4 )  
Allemann et al. (1981) (5) 
Francl et al. (1983) (8) 
this work 

surement of side band frequencies. Because of the high dy- 
namic range required for such measurements, the method 
would prove difficult for routine applications. 

The fourth mass-frequency relation, eq 27 derived in this 
paper, is algebraically exact in the zero pressure limit. If the 
premises of the model advanced by Jeffries e t  al. (7) are 
applicable to the FTMS experiment, the form of eq 27 should 
withstand experimental test. A test of the form of the 
equation was made by fitting it to experimental data consisting 
of frequency measurements on a set of ions having known 
mass-to-charge ratios (see Experimental Section). 

One of the essential premises in the derivation of eq 27 is 
that ion space charge potential should be time invariant and 
quadratic, as indicated by the third term of eq 13. A test of 
this linear space charge model can be made by varying the 
number of ions while holding other parameters constant. If 
data consisting of frequency measurements on a set of ions 
having known mass-to-charge ratios are fitted to eq 27, the 
fit parameter b should change in response to the number of 
ions. No effect on residual errors should be observed. 

Increasing the number of ions from 15 000 to 120 000 pro- 
duces frequency shifts of 18 Hz, or about 117 ppm, while the 
range of residual errors changed systematically from 11 ppm 
to 36 ppm. Apparently, the model accounts for approximately 
70% of the space charge effect. Since significant effects on 
the fit residuals were observed, we conclude that space charge 
effects are not fully accounted for by the model. 

Examination of Figure 4 reveals that changing the number 
of ions from 15 000 to 30000 had no effect on the range of the 
fit residuals. This suggests that space charge contributes 
negligibly, or nearly so, to residual errors obtained when 30000 
ions or less were stored in the cell. The fact that residual errors 
are systematic (i.e., error bars a t  the 96% confidence level did 
not cut the zero error line) with only low numbers of ions in 
the analyzer cell may indicate nonlinear features in the cell 
operation not attributable to space charge effects. 

Since it appears that the simple linear model derived here 
is not adequate for describing the mass frequency relation to 
an accuracy of 0.1 ppm under the conditions of these exper- 
iments, the question arises as to what assumptions of the 
model are violated. One of the underpinnings of the model 
is the space charge theory of Jeffries et al. (7), who have 
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assumed that a thermal ion cloud in a cubic Penning‘cell takes 
the shape of an oblate ellipsoid with a uniform distribution 
of charge. If excitation were to compromise the shape or 
uniformity of the space charge distribution, hence the linearity 
of the space charge electric field, systematic mass measure- 
ment errors might be accounted for. Such disturbance of the 
space charge cloud is probable since, after excitation, the 
orbital radii of ions are known to be large in comparison to 
the dimensions of the space charge cloud before excitation. 

Systematic mass measurement errors have important im- 
plications for elemental composition assignments. For ex- 
ample, the measured mass of the ion m/z  131 would be 
130.922 45 f 0.000 13 amu based on the data in Figure 4. 
There is no elemental composition consistent with this mea- 
surement if the isotopes 12C, I3C, ‘H, 14N, l60, 36Cl, and 3’Cl 
are considered. Clearly systematic errors, even though small, 
will lead to erroneous elemental composition assignments. 

Although systematic errors were obtained, we do not con- 
sider the results discouraging. Rather, based on the results, 
several lines of further work become clear. For example, the 
method used to excite trapped ions appears to be important. 
We have found that under conditions similar to those reported 
here, impulse excitation gives rise to small, random mass 
calibration errors for low numbers of ions in the cell. Correct 
elemental composition assignments were possible in that case, 
which will be described in a separate publication. Unfortu- 
nately, increasing space charge again produced systematic 
mass calibration errors. Clearly, effort should be applied 
toward relieving space charge effects in the FTMS analyzer 
cell. Two measures that would facilitate this would be the 
construction of analyzer cells with larger ion holding volume 
and the development of more sensitive image current am- 
plifiers. The latter would permit spectra to be obtained with 
fewer ions stored in‘the analyzer cell. Recently Francl e t  al. 
(8) have reported mass measurement errors of less than 1 ppm 
in preliminary studies using a larger (0.0508 m) cubic analyzer 
cell. Rempel and Ledford (21) have introduced a hyperbolic 
Penning cell which offers the possibility of dispersing the ion 
charge cloud. 

Finally, it should be noted that the simple linear model is 
in error by only 2-20 ppm. The larger features of the FTMS 
experiment are correctly described. One of the most striking 
features of the model is the dominance of the magnetic field. 
This is reflected in the fact that frequency shifts associated 
with electric fields in the analyzer cell are small compared to 
the classical cyclotron frequency, w, = qB/m. The relative 
significance of these electric field effects a t  a given mass will 
be reduced in proportion to the square of the magnetic field 
strength; note the second term of eq 23 diminishes with the 
square of B. If 20 ppm mass measurement errors are observed 

at  1.2 T, 0.6 ppm errors should be observed at  7.2 T, an 
entirely reasonable field strength for a superconducting so- 
lenoid magnet. 

The developments reported here include a theoretically 
exact mass calibration law for FTMS, a demonstration of the 
need for improved experimental methods, and a methodology 
which can be used to assess improvements. These develop- 
ments coupled with the use of high field magnets, measures 
to reduce charge density, and proper excitation methods 
should produce sufficient agreement between theory and 
experiment to permit reliable exact mass measurements and 
assignment of elemental compositions in FTMS. 
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